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Introduction

World energy consumption continues to increase because of

developing economies and a growing global population. At
the same time, the increase in anthropogenic CO2 emissions is

causing severe changes to our climate that will deleteriously
impact future generations. Renewable, clean energy sources

are needed to address both of these issues. Photoelectrocata-
lytic CO2 reduction to liquid fuels would provide a sustainable
source of fuels that could reduce net atmospheric CO2 emis-

sions. Among the numerous systems for converting CO2 into
fuels or fuel precursors reported in the literature, a system de-
veloped by Bocarsly and co-workers appears especially promis-
ing.[1] In this system, CO2 is reduced to methanol over a p-GaP

photocathode under visible light irradiation and exposure to

an acidified aqueous solution containing pyridine (Py). Metha-
nol production was observed at nearly 100 % faradaic efficien-

cy and at underpotentials more than 300 mV below the ther-
modynamic potential associated with this CO2 reduction pro-

cess. Although p-GaP photocathodes have exhibited the best
performance to date, intriguing observations on other elec-
trode materials (Pd,[2] Pt,[3] CdTe,[4] and CuInS2

[5, 6]) exposed to

acidified aqueous solutions containing Py confirm that this aro-
matic amine is a required ingredient in the catalytic mecha-
nism. Understanding the catalytic role played by Py is an es-
sential step towards the development of an efficient technolo-

gy for converting CO2 into liquid fuels by using solar energy.
Numerous experimental and computational studies have

been conducted by different research groups to shed light on
the catalytic mechanism. Here, we present a brief overview of
these investigations, focusing on the results that provide moti-
vation for the research presented herein. Our group proposed
the first mechanism specific to Py-catalyzed CO2 reduction on

p-GaP photoelectrodes.[7–9] This mechanism involves adsorbed
dihydropyridine (DHP*) as the active catalyst, which reduces

CO2 to HCOOH by transferring a hydride and a proton. DHP* is

proposed to form by the reaction of adsorbed pyridine (Py*)
with a surface hydride (H@*) and a proton from solution. In a

more recent study,[10] our group proposed that the precursors
needed for DHP* formation might be generated by a one-elec-

tron reduction of pyridinium (PyH+) to Py* and an adsorbed
hydrogen atom (H*). H@* may then form through H* reduction

Adsorbed hydrogenated N-heterocycles have been proposed
as co-catalysts in the mechanism of pyridine (Py)-catalyzed CO2

reduction over semiconductor photoelectrodes. Initially, ad-

sorbed dihydropyridine (DHP*) was hypothesized to catalyze
CO2 reduction through hydride and proton transfer. Formation

of DHP* itself, by surface hydride transfer, indeed any hydride
transfer away from the surface, was found to be kinetically hin-
dered. Consequently, adsorbed deprotonated dihydropyridine
(2-PyH@*) was then proposed as a more likely catalytic inter-

mediate because its formation, by transfer of a solvated
proton and two electrons from the surface to adsorbed Py, is
predicted to be thermodynamically favored on various semi-
conductor electrode surfaces active for CO2 reduction, namely
GaP(111), CdTe(111), and CuInS2(112). Furthermore, this species

was found to be a better hydride donor for CO2 reduction

than is DHP*. Density functional theory was used to investigate
various aspects of 2-PyH@* formation and its reaction with CO2

on GaP(110), a surface found experimentally to be more active

than GaP(111). 2-PyH@* formation was established to also be
thermodynamically viable on this surface under illumination.

The full energetics of CO2 reduction through hydride transfer
from 2-PyH@* were then investigated and compared to the
analogous hydride transfer from DHP*. 2-PyH@* was again
found to be a better hydride donor for CO2 reduction. Because

of these positive results, full energetics of 2-PyH@* formation
were investigated and this process was found to be kinetically
feasible on the illuminated GaP(110) surface. Overall, the results
presented in this contribution support the hypothesis of
2-PyH@*-catalyzed CO2 reduction on p-GaP electrodes.
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by a second electron from the surface. PyH+ is present in sig-
nificant concentration in solution, given that its pKa of 5.2 is

nearly equal to the aqueous solution’s pH of 5.3, in the experi-
mental system of Bocarsly and co-workers.[1] Alternatively, Py*

might form simply through Py adsorption from solution, based
on previous adsorption free energy predictions and experi-

ments showing that Py favorably adsorbs on this surface,[11–13]

and H@* might form by dissociative adsorption of water and
reduction by GaP surface electrons. In fact, a previous com-

bined experimental–computational study of the GaP(110) sur-
face exposed to water showed that partial water dissociation is
thermodynamically favored on this surface at room tempera-
ture, which yields adsorbed protons that develop hydride char-
acter.[14, 15] Furthermore, in a separate study we demonstrated
that adsorbed protons generated by heterolytic water dissocia-

tion on the GaP(110) surface are highly stable and thus can be

further reduced to H@*.[13] These studies and other previous
ones by our group[8–11, 13, 14, 16, 17] focused on the GaP(110) sur-

face, because it is the most thermodynamically stable surface
of GaP.[18]

The heterogeneous mechanism for DHP*-catalyzed CO2 re-
duction on p-GaP photoelectrodes proposed by our group is

consistent with several experimental and theoretical findings.

First, it has been observed that the selectivity of the CO2 re-
duction process, as well as the applied potential required for

the process to occur, depends on the electrode material,[1–6]

thus supporting the hypothesis of a heterogeneous mecha-

nism. Such a hypothesis is supported further both by recent
predictions from our group[16] and measurements by the Bo-

carsly group.[19] Bocarsly and co-workers observed that the

GaP(110) surface is more active towards CO2 reduction than
the GaP(111) surface.[19] If the CO2 reduction mechanism in this

system were homogeneous, then this observation could be ex-
plained only by a substantial difference in the energy of the

photoexcited electrons provided by the two surfaces. However,
we found that the conduction band minima (CBmin) of the two

surfaces lie very close, with a difference of less than 0.1 V.[16]

Therefore, we concluded that a homogeneous mechanism
cannot explain these experimental observations, and that the
mechanism must involve adsorbed intermediates. Several ad-
sorption free energy studies found that Py and DHP favorably

bind to the GaP surface, whereas CO2 does not.[11–13] These re-
sults support the hypothesis of DHP* formation by Py* reduc-

tion and the need for an adsorbed co-catalyst (e.g. , DHP*) to
shuttle electrons from the surface to CO2. The hypothesis of
Py* reduction to DHP* is also supported by the moderate

value of the computed reduction potential for this process to
occur (@0.71 V vs. the saturated calomel electrode, SCE),[8, 9]

which lies well below the GaP CBmin (@1.76 V vs. SCE computed
for the solvated GaP(110) surface and @1.68 V vs. SCE comput-

ed for the solvated reconstructed GaP(111) surface).[16]

The hypothesis that the precursors needed for the adsorbed
catalyst formation are generated via PyH+ reduction[10] is con-

sistent with the experimental observation that an acidic pH is
an essential condition for CO2 reduction to occur.[2] The com-

puted reduction potential for PyH+ reduction to Py* and H*
(@0.85 V vs. SCE)[10] again lies well below the GaP CBmin, thus

suggesting that the process is thermodynamically feasible on
p-GaP photocathodes under illumination. The hypothesis of a
DHP-based co-catalyst is further supported by recent experi-
mental work, albeit on a metal rather than semiconductor sur-

face. In a study using Pt electrodes, PyH+ was observed to un-
dergo hydrogenation through transfer of surface hydrogen

atoms under electrochemical conditions similar to the ones ap-
plied in the CO2 reduction experiments.[20] In a different study
using Pt and glassy carbon electrodes under applied negative

bias, CO2 reduction to formic acid and methanol was observed
in the presence of a DHP-like species.[21] These studies suggest
that hydrogenated N-heterocycles (HNHs) can form on elec-
trode surfaces under electrochemical conditions, and that such

HNHs might be responsible for the heterogeneous reduction
of CO2.

Alternative mechanisms for Py-catalyzed CO2 reduction have

been proposed by other groups. Musgrave, Hynes, and co-
workers proposed a homogeneous mechanism in which the

active catalyst is solvated DHP, formed from a 1-pyridinyl radi-
cal (1-PyH·) intermediate.[22] They proposed that this radical is

generated by a one-electron reduction of PyH+ in solution and
that photoexcited electrons from the p-GaP photoelectrode

have enough energy to promote this process. In a recent

study,[16] we confirmed that GaP(110) CBmin has a more negative
reduction potential than PyH+ + e@!1-PyH· (@1.44 V,[23]

@1.44 V,[24] @1.31 V,[25] and @1.58 V[26] vs. SCE). However, these
two levels lie very close and, especially when considering the

uncertainty of these computed values, we concluded that the
process is likely kinetically hindered.[16] In addition, the alterna-

tive pathway for PyH+ reduction introduced above (PyH+ +

e@!Py* + H*) has a much lower reduction potential, thus sug-
gesting that PyH+ + e@!1-PyH· is unlikely to compete with it.

Finally, the Musgrave–Hynes mechanism is entirely homogene-
ous, which is inconsistent with our recent findings[16] combined

with the experimental observations by Bocarsly and co-
workers[19] showing that adsorbed intermediates must be in-

volved in the CO2 reduction mechanism. A heterogeneous

mechanism specific for Pt electrodes was proposed by Batista
and co-workers.[26] The reduction potentials and activation free

energies (DG*) calculated for this mechanism suggest that it is
energetically feasible under experimental conditions. However,

the only role of PyH+ in this mechanism is to act as a proton
source, which is not specific enough to explain the catalytic

effect of Py observed in the experimental studies discussed
above.

Based on mounting evidence supporting the hypothesis of
DHP*-catalyzed CO2 reduction, we recently went on to investi-
gate the energetics of DHP* formation[17] via the mechanism

previously proposed (i.e. , H@* transfer and proton transfer
from solution to Py*).[8, 9] We found that this mechanism, al-

though thermodynamically favored, is likely kinetically hin-

dered, as H@* transfer away from the surface is unfavorable.[17]

We therefore concluded either that there is a more kinetically

favorable pathway for DHP* formation or that a different Py-
derived HNH forms and is responsible for catalyzing CO2 reduc-

tion. In that study, we used our computed thermodynamic hy-
dricities to demonstrate that DHP*, if formed, would be a capa-
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ble hydride donor for reducing CO2. However, we also discov-
ered that, not surprisingly, adsorbed deprotonated 1,2-(ortho)-

dihydropyridine (2-PyH@*) would be a much better hydride
donor for CO2. In a separate study, we also found that the for-

mation of 2-PyH@* through transfer of photoexcited electrons
and a proton from solution is thermodynamically feasible on

reconstructed GaP(111), CdTe(111), and CuInS2(112) surfaces
under illumination.[27]

The complete mechanism proposed for 2-PyH@* formation
and reaction with CO2 resulting in HCOOH formation is depict-
ed in Scheme 1. In this mechanism, 2-PyH@* is formed either

by a two-electron reduction and isomerization of PyH+ or by a
proton-coupled two-electron transfer (PC2ET) to Py*. 2-PyH@*

then transfers a hydride to CO2, forming either HCOO@ or

HCOOH depending on the pH at the interface. Although the
detection of formate/formic acid intermediates has only been

reported for Pt[3] and CdTe[4] electrodes in the presence of Py,
we can expect the mechanism on p-GaP electrodes to proceed

through a similar initial step that generates such intermedi-
ates.

In this study, we use cluster model and periodic boundary

condition (PBC) calculations with density functional theory
(DFT)[28] to investigate various aspects of the proposed mecha-

nism shown in Scheme 1 for the GaP(110) surface. We also
compare these results to previous ones obtained for the recon-

structed GaP(111) surface to further understand the observed
difference in activity between the two surfaces.[19] We first

verify that 2-PyH@ favorably adsorbs on the GaP(110) surface
and thus can play the role of adsorbed co-catalyst. We then
compare the predicted reduction potentials associated with

2-PyH@* formation to the GaP(110) CBmin to establish whether
these reactions are feasible given the energy of photoexcited

electrons originating from this surface. We also compare the
computed reduction potential to the reduction potentials for

other previously proposed reactions that might compete with

2-PyH@* formation. We then compare the predicted reaction
energetics for hydride transfer from 2-PyH@* to CO2 and hy-

dride transfer from DHP* to CO2 to verify that 2-PyH@* is
indeed a better hydride donor, as suggested by the thermody-

namic hydricities computed in our previous study.[17] We con-
clude our study by investigating the kinetics of 2-PyH@* forma-

tion on the GaP(110) surface to establish whether this newly
proposed catalytic intermediate can be formed under experi-
mental conditions.

Theoretical Methods

We employ solvated cluster models to compute adsorption

free energies, reduction potentials, and reaction energetics for
selected reactions occurring on the electrode surface. All calcu-

lations were performed with the computational chemistry soft-
ware Orca (version 3.0.3),[29] using DFT with the B3LYP[30–32] ex-

change-correlation (XC) functional. Ga atoms were
represented by a Stuttgart effective core potential

(ECP28MWB, with the MWB core potential simulating
the nucleus and the inner 28 electrons) and the asso-
ciated double-zeta valence basis set simulating the
three remaining valence electrons[33, 34] to carry out
both geometry optimizations and single-point

energy calculations. For all of the other atoms, we
used all-electron Pople 6-31G** basis sets[35, 36] to

carry out geometry optimizations and aug-cc-pVDZ

basis sets[37] to carry out subsequent single-point
energy calculations. Grimme’s D2 dispersion correc-

tion[38] was applied in all calculations to better ac-
count for adsorbate–surface interactions. The accura-

cy of this computational method, together with the
cluster model, was validated previously against

benchmark periodic slab calculations performed with a con-

verged planewave basis set.[11] We used the same mixed im-
plicit–explicit solvation approach employed in previous

work[13, 17] to improve the description of solvation effects when
calculating adsorption free energies, reduction potentials, and

reaction energetics. This approach consists of using the implic-
it solvation model based on solute electron density (SMD)[39] in

the presence of a full monolayer of half-dissociated water mol-

ecules adsorbed on the cluster surface. This water configura-
tion was found to be the most thermodynamically stable one

in our previous combined computational–experimental charac-
terization of the GaP(110)/water interface.[14, 15] We refer the

reader to our previous reports[13, 17] for further details and justi-
fication for this solvation approach choice.

We used the same GaP(110) cluster model employed in pre-
vious studies[10, 11, 13, 16, 17] and built following the procedure re-

ported in ref. [11]. The cluster structure includes 24 Ga atoms,
24 P atoms, and 40 H atoms. The H atoms saturate the dan-
gling bonds formed at the bottom and side cluster surfaces

after carving the cluster out from the periodic surface model.
The top surface of the cluster model does not have dangling

bonds and thus can be used to simulate adsorption phenom-
ena and surface reactions. More details and figures of the clus-

ter model are provided in our previous reports cited above

(see, for instance, the Supporting Information of ref. [13]).
Adsorption free energies were computed with the equation

given in the Supporting Information. We followed the same
procedure described in our previous report[13] to generate the

free adsorption sites needed to simulate species adsorption on
the explicitly solvated cluster surface. Reduction potentials

Scheme 1. Proposed mechanism of adsorbed deprotonated dihydropyridine (2-PyH@*)
formation and reaction with CO2. 2-PyH@* formation can occur either by two-electron re-
duction of solvated pyridinium (PyH+) or by proton-coupled two-electron transfer to ad-
sorbed pyridine (Py*).
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were calculated from reaction free energies (DGs) in solution
using the method summarized in the Supporting Information

and thoroughly discussed in ref. [10]. As discussed there, we
used the value of @104.3 kcal mol@1 for the free energy of a

solvated electron, which is derived from the absolute potential
of the standard hydrogen electrode (SHE, @4.281 V)[40] shifted
by @0.244 V to report our reduction potentials on the SCE
scale. The free energy of a proton in solution was set to
@270.3 kcal mol@1, which is an empirical value derived from dif-
ferent contributions thoroughly described in ref. [41] . DG and
DG* values were computed by using the “supermolecule ap-
proach”, in which all species, including those that are not di-
rectly adsorbing on the cluster surface (e.g. , CO2), are simulat-

ed in the same calculation in contact with each other. In our
previous study, we also tested a “separate reactant approach”

(in which the free energy of each reactant species is calculated

in a separate calculation) and found reasonably similar re-
sults.[17]

We performed frequency calculations to verify local minima
and transition states. A true minimum exhibits no imaginary

frequencies, whereas a transition state must possess only one
imaginary frequency corresponding to the correct reaction co-

ordinate. To verify that the transition state found is actually the

relevant one, we structurally relaxed each transition-state struc-
ture by following the vibrational mode associated with the

imaginary frequency along both steepest descent directions
and checked that the expected initial and final states for the

reaction under study were reached. Transition-state optimiza-
tions were carried out by using the eigenvector-following

method available in Orca.[42] The vibrational frequencies were

used also to calculate thermal corrections at room temperature
(298.15 K), which were computed using the ideal gas, rigid

rotor, and harmonic oscillator approximations. Note that trans-
lational and rotational contributions are zero for calculations

involving the cluster model, as it is used to simulate an extend-
ed crystal surface with only vibrational degrees of freedom.

PBC calculations were used to study the energetics of

2-PyH@* formation at the GaP(110) surface. These calculations
were carried out using the Vienna Ab initio Simulation Package
(VASP)[43–45] and DFT with the PBE XC functional.[46] We used
the projector-augmented-wave (PAW) method[47] and the de-
fault PAW potentials available in VASP[48] to simulate all nuclei
(Ga, P, N, C, O, and H) and frozen core electrons

(1s 2s 2p 3s 3p 3d for Ga, 1s 2s 2p for P, 1s for N, 1s for C, and 1s
for O). We simulated the remaining electrons by using a plane-
wave basis with an 800 eV kinetic energy cutoff. We sampled
the Brillouin zone with a 2 V 2 V 1 k-point mesh based on the
Monkhorst–Pack Scheme.[49] We integrated the Brillouin zone

using the Gaussian smearing method with a smearing width
equal to 0.05 eV. These computational settings allowed us to

reach a convergence on the total energy to within 1 meV per

atom. Grimme’s D2 dispersion correction[38] was also applied in
this type of calculation.

We used the same slab model for the GaP(110) validated in
our previous report[11] and already employed in other previous

studies.[10, 16] This model consists of a 2 V 3 supercell with a five-
layer thickness. We kept the atoms of the central layer frozen

in their bulk positions during geometry optimization to simu-
late a semi-infinite crystal. The vacuum region in between the
two surfaces of the slab was larger than 20 a to avoid interac-
tion between periodic images along the direction perpendicu-
lar to the slab surface. In our previous studies, we placed ad-
sorbates on both sides of the slab to prevent the development

of artificial dipoles.[10, 12, 14–16] In this work, we used the climbing-
image nudged-elastic-band (CI-NEB) method[50] to identify tran-

sition-state structures (see below), which we were not able to

converge with mirrored adsorbates. Therefore, we instead only
adsorbed species on one side of the slab and applied dipole
corrections as implemented in VASP. We performed vibrational
frequency analyses to verify energy minima and transition
states, as well as to compute thermal corrections. Given the
large size of the unit cell (157 atoms), we included only the ad-

sorbate atoms in the vibrational frequency analysis and ne-

glected contributions from surface Ga and P atoms. This is a
valid approximation, given that our goal is to compute free

energy differences (i.e. , DG and DG* values), and the contribu-
tions from the Ga and P slab atoms are likely to be very similar

for reactant-, transition-, and final-state structures because
they do not undergo major displacements during the reaction.

We calculated frequencies by using a numerical Hessian con-

structed from finite differences of analytic gradients and
:0.02 a displacements.

Transition-state structures were identified by using the CI-
NEB procedure developed by Henkelman et al.[50] These calcu-

lations employed a 600 eV planewave basis kinetic energy
cutoff for computational efficiency during the CI-NEB search;

thereafter the energy of the final transition state was refined

with a single-point calculation at 800 eV to be consistent with
the kinetic energy cutoff used to identify the reactant and

product endpoint geometries used in the CI-NEB search. The
reaction coordinate was populated with four evenly spaced

images (interpolated structures) along the reaction coordinate,
where tangential forces on each image were minimized below

0.05 eV a@1 along the minimum energy path. The transition-

state structure was confirmed with a frequency analysis, which
exhibited a predominant imaginary frequency (1341.3 i cm@1)

along the PC2ET coordinate. Multiple imaginary frequencies
below 100 i cm@1 were also present and could not be removed
despite numerous attempts to refine the transition-state struc-
ture. These frequencies are associated with rotations of H2O

molecules in the explicit solvation layer and are not involved
in the PC2ET reaction coordinate (Table S1 in the Supporting
Information).

Results and Discussion

Adsorption of deprotonated dihydropyridine on GaP(110)

The first step towards assessing the feasibility of the proposed
mechanism in Scheme 1 is to evaluate the adsorption free

energy of 2-PyH@ on GaP(110) at room temperature, to deter-
mine whether it can play the role of an adsorbed catalytic in-

termediate. 2-PyH@ is adsorbed in an analogous way to the
previously proposed catalytic intermediate DHP (i.e. , via a
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dative bond from N to a surface Ga). The adsorption free ener-
gies were computed by using both implicit solvation only and

our mixed implicit–explicit solvation approach (as done in our
previous study[13]) to test the effect of water co-adsorption on

the stability of adsorbed intermediates. We find that 2-PyH@ is
favorably adsorbed on the GaP(110) surface with an adsorption

free energy of @32.7 kcal mol@1 computed with our mixed im-
plicit–explicit approach. The adsorption free energy computed
with implicit solvation only is significantly lower (@24.7 kcal

mol@1). Including the explicit layer of adsorbed water mole-
cules has a large stabilization effect due to the hydrogen bond
formed between one of the two 2-PyH@ N lone pairs and a co-
adsorbed water molecule. The adsorption free energy of

2-PyH@ is also significantly more negative than the adsorption
free energy of previously studied Py-related intermediates

(@9.3 kcal mol@1 for Py,[10] @8.2 kcal mol@1 for 1,2-(ortho)-

dihydropyridine (o-DHP),[10] and @12.9 kcal mol@1 for 2-PyH·,[16]

computed with implicit solvation only). This larger binding

energy probably originates from the negatively charged 2-
PyH@ having a larger driving force to form a strong dative

bond with a surface Ga atom, which carries a partial positive
charge. Overall, these results suggest that 2-PyH@ is a promis-

ing candidate for the relevant adsorbed catalytic intermediate

on the GaP(110) surface, in agreement with previous investiga-
tions over the reconstructed GaP(111), CdTe(111), and

CuInS2(112) surfaces.[27]

Formation thermodynamics of adsorbed deprotonated dihy-
dropyridine on GaP(110)

Next, we determine whether formation of 2-PyH@* on GaP(110)

is thermodynamically feasible under experimental conditions
by computing reduction potentials associated with its hy-

pothesized formation paths from solvated PyH+ and adsorbed

Py (Scheme 1). We also compare these reduction potentials to
those associated with reducing adsorbed Py to adsorbed o-

DHP or 2-PyH·, along with those associated with various PyH+

reduction pathways previously proposed in other studies

(Table 1). Note that we only consider one of the two possible
isomers of DHP: o-DHP. This choice was already justified in pre-

vious reports.[10, 13, 17]

We can determine whether 2-PyH@* formation on GaP(110)
is feasible under experimental conditions by comparing the

computed reduction potentials associated with its formation
(Table 1) to the CBmin of solvated GaP(110) computed in our

previous study (@1.66 V vs. SCE at pH 5.2).[16] The reduction po-
tentials reported in Table 1 were computed with and without

explicit solvation of the cluster surface (results obtained with-
out explicit solvation are reported in parentheses). Unlike most

other reductions in Table 1, including explicit water molecules

on the cluster surface significantly affects the reduction poten-
tials for formation of 2-PyH@*, which become less negative.
The origin of these shifts is the stabilization provided by the
hydrogen bond formed between an explicit water molecule

and the negatively charged N atom belonging to 2-PyH@*. This
physical effect should not be neglected; we therefore focus on

the mixed implicit–explicit solvation predictions here. Accord-

ingly, we see that both 2-PyH@* formation paths have reduc-
tion potentials less negative than the GaP(110) CBmin (@1.09 V

and @0.86 V vs. SCE for formation via adsorbed Py reduction
and PyH+ reduction, respectively). Although both pathways

are thermodynamically viable, formation by PyH+ reduction is
the least endoergic and thus could be the preferred pathway

for 2-PyH@* formation. However, formation by PyH+ reduction

is likely more kinetically hindered because of the required
1,2-H shift and because PyH+ is not favorably adsorbed on the

surface. For these reasons, we will focus on the formation path
via adsorbed Py reduction when studying the full energetics of

2-PyH@* formation.
In a previous study, we investigated the thermodynamics of

2-PyH@* formation on the reconstructed GaP(111) surface.[27]

We found that the reduction potential for 2-PyH@* formation
via Py* reduction on GaP(111) (@1.17 V vs. SCE without explicit

solvation,[27] @0.97 V vs. SCE with explicit solvation) lies below
the CBmin of GaP(111) (@1.58 V vs. SCE at pH 5.2), thus suggest-

ing that the process will be thermodynamically feasible. The
thermodynamic driving forces for this process are nearly identi-

cal on the GaP(110) and GaP(111) surfaces (0.57 and 0.61 V, re-

spectively). Furthermore, this difference of 0.04 eV is much
smaller than the thermodynamic driving force difference ob-
served for other processes on the two surfaces (e.g. , 0.36 V for
reduction of PyH+ to Py* and H*[16]). Thus 2-PyH@* formation is

Table 1. Computed reduction potentials (E0) expressed in V, relative to the saturated calomel electrode (SCE) at pH 5.2 for two classes of reactions: ad-
sorbed pyridine (Py*) reduction reactions that produce adsorbed 2-pyridinyl (2-PyH·*), adsorbed deprotonated dihydropyridine (2-PyH@*), and adsorbed
1,2-(ortho)-dihydropyridine (o-DHP*); pyridinium (PyH+) reduction reactions that produce 1-pyridinyl in solution (1-PyH·

sol), adsorbed 2-pyridinyl (2-PyH·*),
adsorbed pyridine (Py*) and adsorbed hydrogen (H*), adsorbed deprotonated dihydropyridine (2-PyH@*), and adsorbed 1,2-(ortho)-dihydropyridine
(o-DHP*).

Py* reduction reactions[a] E0 [V][b] PyH+
sol reduction reactions[a] E0 [V][b]

Py* + H+
sol + e@!2-PyH·* @1.62 (@1.74)[16] PyH+

sol + e@!1-PyH·
sol @1.44[24]

Py* + H+
sol + 2 e@!2-PyH@* @1.09 (@1.41) PyH+

sol + e@!2-PyH·* @1.29[17] (@1.31)[16]

Py* + 2 H+
sol + 2 e@!o-DHP* @0.97 (@1.01) PyH+

sol + e@!Py* + H* @0.91[17] (@0.85)[10]

PyH+
sol + 2 e@!2-PyH@* @0.86 (@1.04)

PyH+
sol + H+

sol + 2 e@!o-DHP* @0.73[17] (@0.79)[17]

[a] * indicates adsorbed species. Subscript “sol” indicates species in solution. [b] E0 values for heterogeneous reduction pathways were computed by using
our mixed implicit–explicit solvation approach for the cluster surface; E0 values obtained with only implicit solvation are given in parentheses. Refs. [10] ,
[16], [17] , and [24] provide the data as indicated; the rest are from this work.
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less likely to explain the observed difference in activi-
ty between the two surfaces if this is the rate-control-

ling step in the reaction. However, the adsorption
energy of Py on GaP(110) is more favorable than on

GaP(111), which could lead to a higher concentration
of active Py* sites on GaP(110) compared to

GaP(111).[16] This change in site density in turn could
be responsible for the higher observed activity of
GaP(110), if the complete single-site reaction energet-

ics over the two surfaces is comparable.
Next, by comparing the reduction potentials re-

ported in Table 1, we determine whether 2-PyH@* for-
mation can compete with formation of other previously pro-

posed intermediates and other PyH+ reduction pathways pre-
viously identified. We predict that the reduction potentials for

2-PyH@* formation are much less negative than the reduction

potentials for formation of adsorbed 2-pyridinyl radical (2-
PyH·*)—a catalytic intermediate that we recently consid-

ered[16]—by 0.53 and 0.43 V for formation through adsorbed
Py reduction and PyH+ reduction, respectively. This is an ex-

pected result, given the closed-shell nature of 2-PyH@ and the
radical nature of 2-PyH·. A comparison of the reduction poten-

tials reported in Table 1 also suggests that formation of

o-DHP* remains the most thermodynamically favorable step
and that o-DHP* is more likely to be the dominant catalytic

species in this system. However, although the reduction poten-
tials for 2-PyH·* formation are significantly more negative than

those for o-DHP* formation (by 0.65 and 0.56 V for formation
through Py* reduction and PyH+ reduction, respectively), the

reduction potentials for 2-PyH@* and o-DHP* formation are

quite similar (differing by only 0.12 and 0.13 V for formation
through Py* reduction and PyH+ reduction, respectively).

These results suggest that 2-PyH@* formation might be able to
compete with o-DHP* formation. Furthermore, 2-PyH@* forma-

tion might be kinetically favored, as it requires the transfer of
fewer protons and electrons. We investigate this hypothesis at
the end of the Results section below. On the other hand, the

relatively large pKa calculated for o-DHP* (13.4) in our previous
study[13] suggests that 2-PyH@* might become protonated

once formed, resulting in o-DHP* formation. Ultimately, assess-
ing the kinetics of protonation and the attendant lifetime of

2-PyH@* will be key to determining whether this species is in-
volved in the catalysis. This aspect is the subject of an ongoing

investigation in our group.

Reaction of adsorbed deprotonated dihydropyridine and ad-
sorbed dihydropyridine with CO2

We now consider the energetics of CO2 reduction to HCOO@

by hydride transfer from 2-PyH@* to establish whether the

latter can effectively catalyze this reaction. Furthermore, given

that o-DHP* formation is expected to compete with 2-PyH@*
formation, here we also present the energetics for CO2 reduc-

tion to HCOO@ by hydride transfer from o-DHP* and compare
these predictions. DG and DG* values at room temperature

computed by using our mixed implicit–explicit solvation ap-
proach for these two reactions are given in Table 2. The struc-

tures used to calculate the energetics for hydride transfer from

2-PyH@* to CO2 and from adsorbed o-DHP to CO2 are displayed
in Figure 1 and Figure 2, respectively.

We predict that CO2 reduction to HCOO@ by hydride transfer

from 2-PyH@* is both thermodynamically and kinetically more
favorable than CO2 reduction to HCOO@ by hydride transfer

from o-DHP*. These findings are not surprising, given that
2-PyH@ is a negatively charged species equivalent to deproton-

ated o-DHP and thus will have a much larger driving force to
transfer a hydride to CO2. Our computed DG and DG* values

therefore confirm what we already predicted in our previous

report based on our calculated thermodynamic hydricities :[17]

2-PyH@* is a much better catalytic intermediate for CO2 reduc-

tion by hydride transfer than o-DHP*. Indeed, the large free
energy barrier predicted for hydride transfer from o-DHP* sug-

gests that it is unlikely to be an active hydride shuttle under

Table 2. Computed reaction free energies (DG) and activation free energies (DG*) at
298.15 K for reaction of adsorbed deprotonated dihydropyridine (2-PyH@*) and ad-
sorbed 1,2-(ortho)-dihydropyridine (o-DHP*) with CO2 to form HCOO@ .

Reaction[a] DG [kcal mol@1][b] DG* [kcal mol@1][b]

2-PyH@* + CO2,sol!Py* + HCOO@sol @26.9 + 7.6
o-DHP* + CO2,sol!PyH+

sol + HCOO@sol @10.2 + 25.2

[a] * indicates adsorbed species. Subscript “sol” indicates species in solution. [b] DG
and DG* were computed by using the GaP(110) cluster model solvated with our
mixed implicit–explicit approach, as described in the Theoretical Methods section.

Figure 1. Top view of the (a) initial state, (b) transition state, and (c) final
state used to calculate the energetics for the reaction of adsorbed deproton-
ated dihydropyridine (2-PyH@*) with CO2 to form adsorbed pyridine (Py) and
HCOO@ on the GaP(110) cluster model solvated with our mixed implicit–
explicit approach. Ga atoms are represented in blue, P atoms in green, C
atoms in purple, N atoms in light blue, O atoms in red, and H atoms in off-
white.

Figure 2. Top view of the (a) initial state, (b) transition state, and (c) final
state used to calculate the energetics for the reaction of adsorbed 1,2-
(ortho)-dihydropyridine (o-DHP*) with CO2 to form pyridinium (PyH+) and
HCOO@ on the GaP(110) cluster model solvated with our mixed implicit–
explicit approach. The color scheme is the same as in Figure 1.
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the room temperature conditions at which the experiments
are conducted.

Full energetics of adsorbed deprotonated dihydropyridine
formation on GaP(110)

Having confirmed that 2-PyH@* formation is thermodynamical-

ly favored on GaP(110) and that 2-PyH@* is a better catalyst for
CO2 reduction than o-DHP*, we now determine whether the

formation of 2-PyH@* is kinetically feasible. We recently investi-
gated the full energetics of 2-PyH@* formation by surface hy-

dride transfer to Py* and found that this process is kinetically

hindered.[17] Here, we characterize the full energetics of
2-PyH@* formation via a different mechanism: transfer of two

photoexcited electrons from the surface and a proton from so-
lution to Py*. We do not study the energetics of 2-PyH@* for-

mation by a two-electron reduction of solvated PyH+ , as we
previously established that PyH+ is not favorably adsorbed on

GaP(110).[10, 11, 13] Thus, we expect PyH+ reduction to an ad-

sorbed species (e.g. , 2-PyH@*) to be more kinetically hindered
than Py* reduction coupled with a proton transfer from solu-

tion.

The structures used to calculate the energetics of the reac-

tion are illustrated in Figure 3. The proton in solution and the
two electrons in the surface were simulated by using an ap-

proach introduced by Nørskov and co-workers.[51] In this ap-
proach, the reactant structure is formed by adding an extra hy-

drogen atom in the explicit water layer modeled on top of a
solid surface used to simulate the electrode surface. The hydro-

gen atom then spontaneously separates into a proton that re-
mains solvated by the explicit water molecules on top of the
surface and an electron that goes into the surface. PBCs are re-
quired to describe properly the distribution of excess electron
density in the surface model. In this case, we added two hy-

drogen atoms because we needed two electrons localized in
the surface to simulate the reaction under study. It is crucial to

include enough explicit water molecules arranged so that the
newly formed protons are stabilized by hydrogen bonds. This
will ensure that each neutral hydrogen atom will separate into

an electron that goes to the surface and a proton that attaches
itself to a water molecule to form hydronium, H3O+ . In this

study, each hydronium ion was solvated by three explicit water
molecules so that stable Eigen cations (H9O4

+) were formed

upon transfer of the electrons to the surface. We verified that
the hydrogen atoms separated into solvated protons (i.e. ,
Eigen cations) on top of the surface and electrons in the sur-
face by analyzing the Bader charges[52, 53] in the reactant struc-

ture (Figure 3 a). We found that the total Bader charge of the
atoms belonging to the slab was @1.00 e, which qualitatively

suggests that the desired electron transfer has occurred. Note
that the difference in the surface total Bader charge between

the reactant and product is 1.64 e (i.e. , approximately 0.82 e

per electron transferred away from the surface in the reaction
under study), which is comparable to the differences reported

by Chan and Nørskov (ca. 0.84 e per electron) for a Heyrovsky
proton–electron transfer step in which one electron is trans-

ferred from the surface to a proton in solution.[54] Having es-
tablished that we obtained the desired separation of the

added hydrogen atoms into electrons and protons, we decided

not to introduce additional water molecules, to facilitate the
convergence of the NEB calculation and limit its computational

cost.
Two electrons are transferred out of the GaP(110) surface

during the course of the 2-PyH@* formation reaction. This leads
to a significant increase in the work function (F) of the surface

as the reaction proceeds, because it becomes less favorable to

remove electrons from the surface once the “additional” elec-
trons are removed. The density of states analysis for reactant,

transition state, and product (see the Supporting Information)
confirms this expected shift in work function, as it shows a

shift of the Fermi level upon transfer of the two electrons
away from the surface for both the GaP(110) and the recon-

structed GaP(111) surfaces (Figures S1 and S2). The simulation

thus represents a system at constant charge as opposed to a
system at constant potential. By contrast, in the experiment,

the semiconductor surface is continuously illuminated at con-
stant potential.[1] For this reason, an appropriate model of the

system should replenish photoexcited electrons in the surface
as they are removed (i.e. , the model should capture the con-

stant potential nature of the experiment). To accomplish this,

we employed a methodology recently developed by Chan and
Nørskov[54, 55] to determine DG and DG* values at constant po-

tential (i.e. , at constant F). This method uses the computed
Bader charge and F differences to extrapolate to the infinite-
cell limit, in which F remains constant at the F of either the
reactant structure (FReactant) or of the product structure

(FProduct). These two data points establish the dependence of
the reaction energy on F in general, thus allowing the reac-
tion energy to be computed at any F. The same approach can

be applied to compute potential-dependent DG* values,
where the free energy, Bader charge, and F of the product

structure are replaced with those of the transition-state struc-
ture. Surface Bader charges, F values, and extrapolated DG

and DG* values calculated in this study are summarized in

Table 3. More details on how these quantities were computed
are provided in the Supporting Information. The relevant DG

and DG* values in this work are computed at FCBM =@CBmin

GaP(110), as this represents the energy of photoexcited elec-

trons when the system is under constant illumination. By using
this approach, we predict that this hypothesized reaction has a

Figure 3. Top view of the (a) initial state, (b) transition state, and (c) final
state used to calculate the energetics of adsorbed deprotonated dihydropyr-
idine (2-PyH@*) formation by transfer of two photoexcited electrons and a
proton from solution to adsorbed pyridine (Py*). The color scheme is the
same as in Figure 1.
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moderate DG* value of 13.6 kcal mol@1 at FCBM and a large

thermodynamic driving force with a DG of @43.7 kcal mol@1 at
FCBM (Figure 4). Overall, based on the computed full energetics

of this reaction, we expect 2-PyH@* formation to be feasible on
the GaP(110) surface under illumination. Qualitatively similar re-

sults were obtained for the reconstructed GaP(111) surface
(Figure S4 and Table S2).

Summary and Conclusions

We investigated the viability of a newly proposed hydrogenat-
ed N-heterocycle catalytic intermediate for Py-catalyzed CO2 re-

duction at the GaP(110) surface. This intermediate, 2-PyH@*,
was identified recently as a better hydride donor for CO2 re-

duction than the previously proposed o-DHP* catalytic inter-

mediate.[17] Furthermore, in a separate study, we predicted that
formation of this species is thermodynamically viable on the il-

luminated, reconstructed GaP(111), CdTe(111), and CuInS2(112)
surfaces.[27] Herein, we predicted that 2-PyH@ is favorably ad-

sorbed on GaP(110) at room temperature, thus suggesting that
this species is a plausible candidate for an adsorbed co-

catalyst. Furthermore, the computed reduction potentials for

2-PyH@* formation show that this species can form on the
GaP(110) surface by transfer of photoexcited electrons and

that this process might be able to compete with the formation

of o-DHP*. However, o-DHP* formation remains the most ther-
modynamically favored step and might occur through proto-

nation of 2-PyH@* based on the previously computed pKa of
o-DHP*.[13] This aspect is currently under investigation in our

group. Based on these results, we computed and compared
the reaction energetics for CO2 reduction to HCOO@ by hydride

transfer from 2-PyH@* versus o-DHP*. We found that CO2 re-

duction by hydride transfer from 2-PyH@* is favored from both
kinetic and thermodynamic points of view. This finding con-

firms our prediction based on our computed thermodynamic
hydricities that 2-PyH@*,[17] if formed and with a long-enough

lifetime before being protonated, would be a better catalyst
than o-DHP* for CO2 reduction by hydride transfer. Finally, we

investigated the full energetics of 2-PyH@* formation by trans-

fer of two photoexcited electrons and a proton from solution
to Py* and found that this process is kinetically feasible on the

GaP(110) surface under illumination. Overall, based on the re-
sults presented herein, we conclude that 2-PyH@* is a valid

candidate as an active co-catalyst for CO2 reduction on p-GaP
photoelectrodes, acting as a viable hydride shuttle to CO2.
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