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4.1 Introduction

Heterogeneous catalysts featuring metal particles dispersed on an oxide sup-
port play an indispensable role in numerous industrial chemical processes. The
petrochemical industry relies on supported metal–oxide catalysts for processes
that generate industrial chemical feedstocks by reforming the useful byproducts
of fossil fuel refinement. Furthermore, many clean energy technologies rely on
supported metal–oxide catalysts for the treatment of combustion exhaust and
for high-temperature fuel cell applications. Examples of supported metal–oxide
catalysis include: catalytic combustion,1–12 hydrocarbon steam-reforming,13–24

CO removal from syngas via the water–gas-shift (WGS) reaction,25–34 CO and
NO oxidation,35–41 automotive three-way catalysis,42–46 solid oxide fuel cell
(SOFC) electrodes,47–53 and selective hydrogenation.54–59 The activity and
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selectivity of supported metal–oxide catalysts can be tuned for these appli-
cations by altering the metal–support surface morphology.60

The computational methods presented in this book can complement ex-
perimental efforts in building a molecular level understanding of supported
metal–oxide catalysis. Identifying stable surface morphologies, active surface
sites, and reaction mechanisms is a difficult task owing to the complexity of
competing factors influencing the behavior of the catalyst.61 To name a few
variables, catalyst activity and stability are directly linked to the size and dis-
tribution of the metal particles on the oxide surface,62–64 the oxidation state of
the metal,65–67 charge transfer between the particle and the support,68–71 the
electronic structure of the metal–oxide interface,70,72–76 the concentration of
oxygen-vacancies on the oxide surface,77–79 the formation of metal–oxide sur-
face phases,80�83 the incorporation of metal atoms in oxide lattice pos-
itions,4,69,78,84–89 and adsorbate coverage effects.90–93 Furthermore, these effects
are highly dependent on variable reaction conditions: namely, gas phase partial
pressures and temperature. A fundamental understanding of how these phe-
nomena are linked to catalytic behavior is essential for making informed design
decisions that will yield stable and active catalysts.

This chapter will highlight examples from the literature that apply DFT,
ab initio thermodynamics, and empirical force-field methods to assess catalytic
behavior of supported metal–oxide catalysts. Section 4.2 will provide a brief
overview of these computational methods as they pertain to supported metal–
oxide systems. Section 4.3.1 considers studies that apply DFT to the design of
water–gas-shift catalysts, evaluating the relative energies of metal–oxide surface
structures and mapping reaction mechanisms. Section 4.3.2 discusses studies
that extend the formalism of DFT to non-zero temperature and pressure via ab
initio thermodynamics, thus assessing the impact of surface stability on cata-
lytic behavior. Section 4.3.3 focuses on studies that use ReaxFF empirical
force-fields in molecular dynamic (MD) and Monte Carlo (MC) simulations to
investigate system dynamics at larger time and length scales. Section 4.3.4
highlights initial and ongoing multi-scale studies that integrate the above
methods to characterize Pd/ceria catalysts.

4.2 Computational Approaches to Supported Metal–

Oxide Catalysis

Advances in computational chemistry over the last few decades have had a
great impact on design strategies for obtaining active, selective, and stable
catalysts.94 In particular, density functional theory (DFT)95–98 has shown tre-
mendous success in modeling catalytic systems, thus enabling a priori ap-
proaches to designing metal–oxide catalysts. DFT is capable of determining the
electronic ground state energy of a system as a function of atomic positions.
Thus, one can determine the optimized structure of the catalyst surface during
every step of a reaction – allowing determination of stable intermediates and
activation barriers on the potential energy surface (PES) of a reaction
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coordinate. The computational expense of DFT, however, limits system sizes to
around B100 atoms. For this reason, it is often limited to periodic models of
single crystal surfaces, which are used to represent the varying surface facets of
large particles. Furthermore, characterizing the interactions between a metal
cluster and an oxide support requires highly idealized models, featuring per-
fectly dispersed metal atoms and clusters, that can only approximate the be-
havior of actual catalytic systems. Despite this limitation, DFT has proved
instrumental for mapping reaction mechanisms and evaluating particle–
support interactions at the electronic level.

Reaction conditions, dictated by the temperature and partial pressure of
gaseous species, affect the stability and reactivity of the catalyst surface.
Understanding this effect is necessary to identify surface phases that are stable
and active under reaction conditions. As a quantum theory, DFT does not in-
herently account for the effects of temperature and pressure. DFT can be ex-
tended to treat systems at realistic temperatures and pressures through the
formalism of ab initio thermodynamics.79,82,98–102 Ab initio thermodynamics
uses statistical mechanics to incorporate the effect of entropy in systems where
solid catalyst surfaces are in equilibrium with a molecular gas phase. This
method can calculate the free energy of a system, therefore allowing one to
determine the relative stability of possible surface terminations and structures.
With this information, one can construct phase diagrams predicting
morphologies that will dominate the catalyst surface as a function of tem-
perature and pressure.

Sufficient models of metal–support structures and dynamics are often beyond
the length and time scales that are computationally tractable with DFT. This
has provided the impetus to employ classical force-fields, such as the
ReaxFF,103 that are empirically derived from quantum and experimental data.
The classical basis for empirical potentials allows for the computational
treatment of systems reaching the order of B104 atoms for nanosecond time-
scales, which is sufficient to capture system dynamics through MD and MC
simulations. The application of reactive force-field methods to heterogeneous
catalysis is an emerging research area. Herein we highlight the applications of
ReaxFF to heterogeneous catalysis over metal and oxide surfaces. The success
of these studies has led to ongoing attempts to apply this method to supported
metal–oxide systems.

4.3 Selected Applications

The following sections highlight studies employing the computational methods
discussed in the previous section to characterize supported metal–oxide sys-
tems. It is not intended to be an exhaustive review of the subject, but rather
serves to illustrate the strengths and limitations of these methods when applied
to supported heterogeneous catalysis. It is broken into three sections corres-
ponding to DFT applied to water–gas-shift (WGS) catalysis (4.3.1), appli-
cations of ab initio thermodynamics to assess thermodynamic stability of
surfaces (4.3.2), and applications of empirical force-fields (4.3.3). The sections
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are organized to highlight the individual capabilities of each method, and we
have therefore restricted our discussion of each study to the components most
directly related to the specific method under consideration. In fact, many of the
studies discussed herein apply these methods together, and we ask the reader to
keep this in mind as these extensions are not always discussed explicitly. An
example of these methods applied in tandem will be discussed in the final
section.

The studies discussed in this chapter are chosen to illustrate the capabilities
and limitations of computational methods applied to supported metal–oxide
catalysis. This chapter is not intended as a comprehensive review of the subject
and, as such, numerous notable studies are not discussed in detail. We would
nevertheless like to summarize quickly a few especially notable studies before
moving to more detailed discussions.

Oxidation of CO is an important industrial process, and has been the subject
of many computational studies. Notable contributions have been made by
Landman and coworkers, who applied DFT in conjunction with isotopic la-
beling experiments to determine the oxidation state of Pd clusters supported on
MgO during CO oxidation.104 This allowed them to determine that partially
oxidized Pd clusters are active toward CO oxidation, along with the tempera-
ture range in which the clusters will remain oxidized. In another study, these
authors used quantum (QM) calculations in tandem with infrared spectroscopy
to demonstrate that charging effects lead to enhanced CO oxidation activity
over Au/MgO catalysts. They show that this charging effect is prominent when
Au clusters are adsorbed on oxygen-vacancy defects and is absent in clusters
adsorbed on the pristine oxide.105 Hammer, Molina, and coworkers demon-
strate that oxide supports can play an active role in reaction mechanisms in
their DFT work analyzing CO oxidation over Au/MgO.106 They demonstrate
the importance of interfacial sites and charge transfer between the oxide sup-
port and the metal cluster, which leads to enhanced CO oxidation activity over
Au/TiO2.

107

The interaction between supported metal clusters and adsorbed hydrogen
plays a prominent role in many catalytic processes, such as selective hydro-
genation, dehydrogenation, and water–gas-shift. Vayssilov, Rösch, and cow-
orkers used DFT to explore hydrogen saturation on supported Ir, Rh, and Pt
clusters.108,109 They found that the extent of hydrogen uptake is dependent on
metal type, and is enhanced in metals that are easily oxidized by the support.
Sautet and coworkers conducted multiple studies that investigate structural
changes to Pt and Pd clusters adsorbed on g-alumina caused by hydroxyl
groups and H2.

110,111 Using ab initio thermodynamics, they found that in a
hydrogen-free atmosphere Pt clusters prefer to adsorb on the oxide in a planar
configuration. They subsequently showed that the Pt cluster undergoes re-
construction to a cuboctahedral structure after exposure to hydrogen, induced
by the formation of a metal hydride. This restructuring occurs above a critical
hydrogen pressure, and greatly affects the catalytic properties of the system.
These studies underscore the need to consider interactions between metal
clusters and oxide surfaces when assessing catalytic behavior. This type of

160 Chapter 4
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analysis is exemplified in the work of Ferrando, Fortunelli, Barcaro, and
coworkers who use QM-global optimization methods to model the metal ad-
sorption on oxides.112–114

4.3.1 Application of DFT to WGS

DFT is a powerful method for determining reaction mechanisms over metal–
oxide systems. We have chosen to review studies that focus on developing
catalysts for the water–gas-shift reaction because this is a particularly active
research area with numerous examples of DFT application to supported metal–
oxide catalysis. The studies first considered herein assess the activity of un-
supported gold and copper metal clusters, which can then be compared directly
to studies over the analogous oxide-supported systems. The importance of
considering particle–support interactions is emphasized, because the oxide
support can often play an active role in catalytic mechanisms.

4.3.1.1 Supported Metal–Oxide Catalysts for Water–Gas Shift

There is a growing interest in the production of pure H2 for use in proton
exchange membrane (PEM) fuel cell applications.34 Typical H2 production
methods implement steam-reforming techniques that convert hydrocarbon
feedstocks to a synthesis gas mixture of CO, H2O, CO2, and H2. However, CO
is detrimental to the efficiency of PEM fuel cells because it poisons the anode
catalyst. For this reason, it is essential to remove CO in a downstream process
between the steam-reforming and PEM stages. The water–gas-shift (WGS)
reaction removes CO and recovers its energy content in a single process by
converting CO and H2O to CO2 and usable H2:

CO gð Þ þH2O gð Þ ! CO2 gð Þ þH2 gð Þ ð4:1Þ

Recent DFT studies have characterized the nature of active sites on metal–
oxide catalysts for WGS, which emphasize the unique aspects of particle–
support interactions in Cu/ceria,115 Au/ceria systems,116 and Pt/ceria117

(among numerous others). The primary intent of this section is to exhibit the
utility and limitations of DFT for investigating the many aspects of metal–
oxide catalysis, rather than to serve as an exhaustive review of computational
work on WGS catalysis in the literature. For a more detailed discussion of the
subject, we refer the reader to the recent review of computational work on Au/
ceria that can be found in a perspective article by Zhang, Michaelides, and
Jenkins.118

4.3.1.2 Activity of Au and Cu Nanoparticles

Liu, Rodriguez, and coworkers115,116,119 applied DFT methods together with
experimental studies to investigate how particle–support interactions affect the
WGS activity of Au and Cu nanoparticles supported on reducible oxides, such
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as ceria and titania. With DFT, the authors calculated reaction energies and
activation barriers over unsupported Au and Cu particles.119 They then com-
pared the activity of Au and Cu particles supported on CeO2 and ZnO sub-
strates.115 Their experimental evidence suggests that Au supported on CeO2 is
highly active despite the low activity of both metallic and ZnO supported Au
clusters. This contrast suggests that particle–support interactions in CeO2

supported catalysts play a critical role activating metal clusters for WGS.
Computational methods have elucidated the unique behavior of Au/CeO2 not
present on Au/ZnO or unsupported Au-clusters. To accomplish this, the
authors utilized DFT methods to evaluate candidate reaction mechanisms by
locating optimized intermediate and transition structures on the potential en-
ergy surface.

To better understand the effect of the oxide support, the authors first study
the activity of unsupported particles in the gas phase. The authors constructed
model Au and Cu particles consisting of 29 atoms in a pyramidal geometry,
whose shape and size are consistent with those observed by scanning tunneling
microscopy120 and X-ray diffraction.121 Once the reaction energetics over un-
supported particles are understood, they can be directly compared to energetics
over the same particles supported on an oxide substrate. The catalytic per-
formance of clean Au(100) and Cu(100) surfaces was also evaluated for com-
parison against the performance of the nanoparticles. This provides a basis for
assessing the importance of edge and corner sites in the reaction mechanism.
The authors investigated two reaction mechanisms. The first is a redox mech-
anism, shown in Figure 4.1, which features the oxidation of the metal surface
by the adsorption of CO and H2O, followed by a subsequent surface reduction
as adsorbed O atoms combine with CO before desorbing as CO2. The second is
an associative mechanism that proceeds through either formate or carboxyl
surface intermediates. The optimized structures and corresponding reaction
energy diagrams for these mechanisms are shown in Figures 4.1 and 4.2.

Figure 4.1 WGS redox reaction mechanism (left) and structures (right).
(Adapted with permission from ref. 119 Copyright 2007 American Insti-
tute of Physics)
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DFT allowed the authors to compare the energetic favorability of the pos-
sible mechanisms, thus identifying the likely reaction path over different cata-
lytic surfaces. Cu(100) favors the redox mechanism, while the Au(100) surface
(as well as the unsupported Au29 and Cu29 clusters) favors the associative
mechanism. The reaction energy diagrams shown in Figure 4.2 further suggest
that the rate-limiting step for the WGS reaction is the dissociation of adsorbed
water for mechanisms over both Au and Cu. Determining the magnitude of the
reaction barrier for the rate-limiting step allowed the authors to estimate the
relative reaction rates over the varying catalytic surfaces. These results show
that Cu is consistently more active than Au, and that step and edge sites lead to
a further increase in the reaction rate.

If support effects do not influence activity, the above results suggest that
supported Cu particles should yield activities higher than supported Au. The
authors, however, cite numerous experimental results demonstrating that Au
supported on ceria achieves higher conversions and faster reaction rates than
the analogous Cu/ceria catalysts. The authors’ experimental reaction rates and
computed activation barriers demonstrate the low activity of Au compared to
Cu, and suggest that high activity of Au/ceria must be the result of support
interactions that activate the otherwise inactive Au clusters. Conversely, DFT
results predicting low activity over unsupported Au are in qualitative agree-
ment with the experimentally determined activity of Au supported on ZnO,
which suggests that ZnO does not activate the particle or participate in the re-
action mechanism. Liu, Rodriguez, and coworkers115 also computed the activity
of charged Cu and Au particles to determine whether charge transfer between the
cluster and the support could alone alter the activity of the metal clusters. The
DFT computed activation barriers over such ionic clusters show that neither
cationic nor anionic Au particles are as active as Cu particles, demonstrating that

Figure 4.2 DFT energies for WGS reaction path over Au and Cu nanoparticles (left)
and surfaces (right), demonstrating that lower energy paths are available
over Cu catalysts compared to Au in the absence of support effects).
(Adapted with permission from ref. 119 Copyright 2007 American Insti-
tute of Physics)
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the activity of Au/ceria is not solely the result of active sites on ceria-stabilized
ionic Au species. Since the metal sites alone cannot activate the gas-phase
reactants, the reaction may proceed through interfacial sites involving both the
metal cluster and oxide support. The support not only activates the metal clus-
ters, but likely plays a role in the reaction mechanism. The authors contrast this
observation with the behavior of ZnO supported catalysts, in which the oxide
may merely act as an inert substrate supporting the Au cluster for this reaction.
These results demonstrate the utility of DFT (applied together with experimental
studies) for differentiating between active and spectator supports.

4.3.1.3 Characteristics of Au Supported on CeO2

DFT methods can model both the structural and the electronic properties of a
metal–oxide system. Since the computational expense of DFT scales heavily
with system size, it is often necessary to analyze small model systems that,
hopefully, capture the fundamental behavior at play in larger systems. This
strategy was employed by Liu and coworkers, who conducted systematic DFT
calculations investigating the binding trends and electronic properties of a
single Au atom adsorbed on stoichiometric CeO2(111), on CeO2(111) with
O-vacancies, and on reduced Ce2O3(0001) surfaces.71 Many properties ob-
served for the single Au atom can be extended to make predictions regarding
the properties of larger clusters. Au atoms bind most strongly to O-vacant sites
on the partially reduced CeO2 surface (DEbind=� 1.86 eV), and they bind least
strongly to the fully reduced Ce2O3 surface (DEbind=� 0.86 eV). Binding af-
finity on the stoichiometric CeO2 is also considerable in magnitude, with
DEbind=� 1.26 eV. Using a Bader charge analysis,122 the authors demon-
strated that Au adsorbed in an oxygen vacancy on reduced CeO2 has a negative
partial charge (� 0.58 e), while Au adsorbed on stoichiometric CeO2 has a
positive partial charge (+0.35 e). The negative partial charge on Au adsorbed
in an O-vacancy suggests that Au acts as a reduction center, accepting a portion
of the two electrons left in the surface after the formation of an O-vacancy. This
demonstrates that oxygen vacancies serve as anchor sites that accommodate
negative Aud– species adsorbed on the ceria surface.

However, the authors note that CO binding energy calculations demonstrate
that positive Au species, rather than negative species, are capable of adsorbing
CO, and that these sites may play a key role in the WGS reaction mechanism.
A density of state (DOS) analysis can determine how ceria stabilizes an active
Aud+ species within Aun41 clusters. The authors posit that the empty band of
cerium f-orbitals near the Fermi level accepts a Au 6s1 electron that would
otherwise enter an anti-bonding Au(6s)O(2p) orbital. A single Au atom can
serve as a reduction center, stabilizing an O-vacancy in the ceria lattice. In turn,
cerium atoms can subsequently oxidize adsorbed Au atoms by accepting a Au-
6s1 electron in the f-band. This explains the WGS activity of Au supported on
reduced CeO2: the O-vacancy serves as an anchor site for an Au atom, which
then serves as a nucleation base for subsequent Au atoms that are oxidized by
the surrounding Ce neighbors. This creates Aud+ sites that favorably adsorb
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gas-phase reactants, which can then interact with neighboring sites on both the
cluster and the oxide. This result offers guidance for determining the behavior
of larger Au clusters on the ceria surface, and how these structures may create
active sites for the WGS mechanism. This study demonstrates the value of DFT
for analyzing the confluence of electronic and structural particle–support
interactions that affect reaction mechanisms.

4.3.1.4 WGS Mechanism over Au Supported on CeO2

Next we consider studies that use DFT explicitly to evaluate the energetics of
candidate reaction mechanisms over various Au/ceria surface configurations.
Chen et al.26,123 used DFT+U to probe possible reaction mechanisms that
proceed over the Au/ceria interface. In one study they examined redox and
formate mechanisms over Au3 and Au10 clusters on CeO2(111).

123 Both
mechanisms feature rate limiting water O–H bond dissociation steps occurring
over CeO2 O–vacancies. The redox mechanism requires H2O to dissociate after
filling an oxygen-vacancy on the ceria surface, leaving H2 on the metal cluster
after oxidizing the support. The CO reactant, which is adsorbed on the metal
cluster, then reduces the oxide by removing an O atom from the ceria lattice,
thus recreating an O-vacancy. Similarly, the formate mechanism requires an
O–H bond breaking step after H2O adsorbs in an O-vacancy. CO adsorbed on
the metal cluster then removes an H atom from the OH group adsorbed in an
oxygen-vacancy, creating a CHO group on the cluster. The resultant CHO group
then removes an O from the oxide surface and desorbs as CO2, with an H atom
left behind on the metal cluster. This recreates the O-vacancy in the surface, and
leaves an H atom that can react with H2O in the next cycle, thus desorbing H2

and leaving OH adsorbed in the O-vacancy. The authors consider that breaking
OH bonds to refill O-vacancies is rate limiting in both cases. DFT is used to
determine the activation barriers for possible elementary steps that accomplish
the necessary O-vacancy filling step. The authors conclude that both mechanisms
must overcome a reaction barrier greater than 1 eV, which is prohibitive at low
temperatures. This suggests that neither mechanism can explain the experi-
mentally observed activity of Au/ceria toward WGS at low temperatures, and
for this reason they propose a different mechanism, the carboxyl mechanism,
that is unique to the supported system and not subject to this limitation.

In a second study,26 Chen et al. propose a carboxyl mechanism for WGS over
Au/ceria in which the rate-limiting H2O dissociation step occurs at the Au/ceria
interface. The mechanism, summarized in the reaction energy diagram shown
in Figure 4.3, requires H2O from the gas phase to fill an oxygen vacancy near an
Au cluster. Once in the vacancy, the H2O molecule dissociates, as shown in
Figure 4.4, by allowing H to adsorb on the metal cluster while leaving OH
behind on the oxide. The OH group then reacts across the Au/ceria interface
with CO adsorbed on the metal cluster, thus forming a carboxyl group and
regenerating the oxygen vacancy in the ceria lattice. To support the carboxyl
mechanism further, the authors use a microkinetic model to compare the
performance of the carboxyl mechanism to the formate and redox mechanisms
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discussed earlier. The result shows that the carboxyl mechanism yields a higher
rate than the formate and redox mechanisms, and therefore better explains the
high activity of Au/ceria catalysts. The carboxyl mechanism requires sites at
the Au–ceria boundary, thus demonstrating the importance of considering

Figure 4.3 Water–gas-shift reaction mechanism proceeding through a carboxyl sur-
face intermediate as proposed by Chen et al.
(Reprinted with permission from ref. 26 Copyright 2011 Royal Society of
Chemistry)

Figure 4.4 (a) Initial, (b) transition, and (c) final structures for the dissociation of
H2O across the Au–CeO2 interface, where H¼ blue, Au¼ yellow, O¼ red,
Ce¼white.
(Reprinted with permission from ref. 26 Copyright 2011 Royal Society of
Chemistry)
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metal–support interactions when postulating reaction mechanisms on sup-
ported metal–oxide catalysts.

4.3.2 Ab Initio Thermodynamics

The studies discussed in the previous sections did not explicitly consider the
effects of a gas-phase environment at operating temperatures and pressures.
Although providing useful insight, the methods employed could not model
thermodynamic stabilities, adsorbate coverage effects, or free energy differ-
ences. This section will review studies that apply ab initio thermodynamics to
accomplish such assessments. We first review the work of Reuter and Scheffler
on RuO2 systems, which was one of the first applications of ab initio thermo-
dynamics to catalysis. This study assessed the catalytic behavior of an oxide,
which is readily extended to studies of supported metal–oxide catalysts because
the oxide support often plays an active role in the catalytic mechanism. We then
will consider examples that apply ab initio thermodynamics to supported
metal–oxide catalysts. In particular, we highlight systems in which particle–
support interactions play an important role in overall catalytic activity.

4.3.2.1 Investigating Oxide Supports

4.3.2.1.1 Background. When conducting DFT to assess catalytic mech-
anisms over a surface, it is essential to choose an appropriate model. That is,
one must choose a model surface that is thermodynamically or kinetically
stable under the reaction conditions of interest. Reuter and Scheffler applied
the formalism of ab initio thermodynamics in a series of studies that assess
the structure, stability, and reactivity of the RuO2(110) surface in equilibrium
with a mixed O2 and CO atmosphere.100,102 This series of publications was
one of the earliest applications of ab initio thermodynamics, and effectively
demonstrates the methodology for bridging the gap between DFT calcula-
tions (at zero T and P) and experimental results under catalytic reaction con-
ditions. They applied ab initio thermodynamics to determine the relative
stability of RuO2(110) surface terminations in different oxidation states as a
function of T, PO2

, and PCO. Although these studies were explicitly applied
to the catalytic properties of RuO2 toward CO oxidation, the formalism pre-
sented therein can be readily extended to studies investigating the stability
and activity of oxide surfaces in supported metal–oxide systems. This meth-
odology can be used to determine plausible surface models for detailed ana-
lyses of the reaction mechanism energetics.

4.3.2.1.2 Stability of RuO2 Surface Phases. Reuter and Scheffler first out-
line the theory and methodology of ab initio thermodynamics in a study ap-
plied to RuO2 in equilibrium with an O2 atmosphere.100 The authors
consider three possible surface terminations of RuO2(110). The RuO2(110)–
Obridge surface is predicted to be the most stable because it has the lowest
number of uncoordinated O atoms and has no net dipole. The second
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surface considered is RuO2(110)–Ocus, which features coordinately un-
saturated (cus) oxygen atoms placed directly above the surface row of Ru
atoms, creating a 6-fold coordination on all surface Ru atoms. The final
structure, RuO2(110)–Ru, has rows of 5-fold coordinated cus-Ru atoms and
4-fold coordinated bridge-Ru atoms on the oxide surface. The authors in-
vestigate the stability of the three RuO2(110) surface terminations by calcu-
lating the surface free energy of each termination as a function T and PO2

.
These calculations show that at typical operating temperatures for CO oxi-
dation (T¼ 600 K), the O-bridge surface termination is most stable at lower
PO2

and that the over oxidized O-cus surface is favored at high PO2
. The Ru

terminated surface is never favored in the PO2
ranges of interest. The results

reveal that the RuO2–Obridge surface termination is not always the most
stable, and that a different surface phase is likely to form at high PO2

. The
authors argue that the emergence of the RuO2–Ocus phase at high O2 chem-
ical potentials, which was previously unknown, must be considered when in-
terpreting experimental data collected under such conditions. This result
highlights the importance of investigating the stability of a system for the en-
tire temperature and pressure ranges of interest before drawing conclusions
regarding the nature of active surface sites.

In subsequent studies, the authors incorporated the effect of both PO2
and

PCO on surface site occupation.101 Using the resultant surface phase diagram
they predict the regions in T,P space that are likely to display the highest
catalytic activity. They conclude that the boundary between the Obr/COcus

phase and the Obr/Ocus phase will balance CO2 desorption, creating O-vacan-
cies at Ocus sites with the subsequent filling of Ocus vacancies by gas-phase
oxygen. Deep in the Obr/Ocus phase region, catalytic activity will be hampered
by the high Ocus vacancy formation energy; whereas, in the CObr/Ocus phase,
CObr will consume Ocus faster than the resultant vacancies can be refilled by the
gas phase. These results demonstrate the important role phase coexistence plays
in catalytic mechanisms, and they exemplify the utility of ab initio thermo-
dynamics for identifying favored reaction paths in T, P regions, bridging the
gap between quantum calculations and experimental conditions.

4.3.2.2 Investigating Metal Clusters on Oxide Supports

4.3.2.2.1 Background. The formalism presented in the previous section for
predicting the stability of oxide surfaces in equilibrium with a multi-com-
ponent gas phase is readily extended to systems that contain catalytic metal
particles supported on oxide surfaces. Identifying stable particle–support
constructions is indispensable for predicting the catalytic activity of the
particle–support interface. This section will outline studies on reducible oxi-
des (TiO2 and CeO2) that display unique particle–support interactions where
the oxide support plays an active role in the catalytic mechanism. These ex-
amples demonstrate the ability of ab initio thermodynamics to determine the
stability of metal clusters on oxide supports under realistic catalytic con-
ditions. Such calculations can be used in concert with DFT reactivity studies
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to assess the activity of stable metal–oxide surfaces. Together, these methods
offer a powerful means for predicting and characterizing the catalytic activity
of a wide range of metal–oxide systems.

4.3.2.2.2 Au/TiO2. In a study by Laursen and Linic,68 the authors ana-
lyzed the behavior of Au on titanium oxide. They considered two model Au
formations on the oxide surface: a nanorod and a 2 mono-layer sheet. They
assessed the stability of these formations as a function of oxygen pressure
over reduced, stoichiometric, and oxidized surfaces. The results shown in
Figure 4.5(c) demonstrate that both the nanorod and sheet constructions are
most stable over the oxidized support. Formations over the reduced support
can be stabilized at high temperatures in a highly reducing atmosphere at
low oxygen chemical potential.

After determining the stability of these model systems, the authors calculated
the adsorption and dissociation energies of O2, along with the adsorption en-
ergy of CO, to probe the activity of possible sites on the supported Au clusters.
The results of these calculations, shown in Figure 4.5(a), show that the ad-
sorption energy for both O2 and CO is significantly more exothermic over both
the reduced and oxidized catalysts compared to equivalent sites on Au for-
mations supported by a stoichiometric titania surface. The same trend holds for
the dissociation barrier of O2 over all three catalyst models shown in
Figure 4.5(b). The authors note that the most favorable adsorption sites involve
Au atoms that are adjacent to Au atoms bound to point defects on the reduced
and oxidized surfaces (the defects consist of an O-vacancy or an added O-atom,
respectively). They explain this trend in terms of bond conservation theory, in
which the strengthening of an Au–defect bond will weaken the neighboring
Au–Au bond to the next adjacent Au atom, thus creating a chemically active
site on the adjacent Au atom for bonding with a gas-phase molecule. The
authors support this theory with charge density and local density of states
(LDOS) calculations, which show that charge transfer between the surface and
the particle (either from Au to the surface for oxidized-TiO2 or vice versa for
reduced-TiO2) results in a strong polar–covalent bond between the Au atom
and the point defect. This in turn weakens the bond to the next adjacent Au
atom, making adsorption on that atom more favorable. The strong covalent
bonds present in both the reduced and oxidized systems are largely absent in
the stoichiometric system. Both unsupported Au nanorods and nanorods
supported on the stoichiometric surface display low activity because neither
system is activated by the covalent-type Au–oxide bonds present in the defected
systems. The authors conclude that point defects on the oxide surface not only
serve as anchor points for the metal clusters, but that they are also largely
responsible for activating the particle through charge transfer. This contrasts
with the findings of Corma and coworkers, who found that neutral Au particles
display higher activity toward the dissociation of H2, demonstrating the need to
assess the relative activity of both charged and neutral clusters.56,57 These
studies exemplify the importance of particle–support interactions for predicting
the catalytic activity of a system, and demonstrate how ab initio
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thermodynamics – in conjunction with standard DFT energy calculations – can
explain the stability and activity of oxide-supported metal clusters.

4.3.2.2.3 Pt/TiO2. In a similar study, Ammal and Heyden124,125 investi-
gated the effects of particle–support interactions between Pt and TiO2 under
water–gas-shift T,P conditions. They first determined the effect of Pt clusters
on the reducibility of titania by systematically assessing the stability of small
Ptn (n¼ 1–8) clusters adsorbed on a partially reduced TiO2(110) surface.
Using ab initio thermodynamics, the authors calculated the free energy

Figure 4.5 (a) Adsorption energy of molecular oxygen and CO with respect to gas-
phase species on reduced, stoichiometric, and oxidized Au/TiO2 surfaces
for oxygen on a Au sheet (green, o), oxygen on a Au nanorod (blue, &),
and CO on a Au sheet (red, *). (b) Activation barrier for O2 dissociation
over an Au bilayer sheet on reduced, stoichiometric, and oxidized TiO2.
(c) Free energy calculated as a function of oxygen chemical potential for
Au rod and bilayer sheet structures on reduced (red, positive slope) and
oxidized (blue, negative slope) TiO2.
(Reprinted with permission from ref. 68 Copyright 2009 American Chem-
ical Society)
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change for forming a single oxygen vacancy in the TiO2 surface under oxi-
dizing (O2-rich) and reducing (CO-rich or H2-rich) atmospheres. Not sur-
prisingly, the authors found that vacancy formation is never favorable under
oxidizing conditions. However, they found that Pt clusters greatly increase
the favorability of oxygen vacancy formation under CO- and H2-rich atmos-
pheres. This is demonstrated by the results reproduced in Figure 4.6(a)

Figure 4.6 (a) Free energy difference for oxygen vacancy formation on the clean TiO2

surface (green, top), on TiO2 in the presence of Pt8 (blue, middle), and in
the presence of Pt3 (red, bottom). (b) Free energy of H2 adsorption on the
oxide (blue, top), the metal–oxide interface (green, middle), and on the
metal cluster (red, bottom). (c) Computed equilibrium surface coverage of
CO and hydrogen at constant PH2¼ 1 atm.
(Reprinted with permission from refs. 125,126 Copyright 2011 American
Chemical Society)
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showing vacancy formation free energy as a function of PH2
and T. Vacancy

formation energy is significantly lower for surfaces with Ptn clusters com-
pared with the clean TiO2 surface, which never favors oxygen vacancy for-
mation in the T,P regions of interest. These results are similar to those of
Laursen and Linic discussed above, in which the metal particle is anchored
to the reduced TiO2 surface through a covalent-type interaction that is large-
ly absent over the stoichiometric surface. The subsequent charge transfer
from the reduced TiO2 surface to the Pt particle alters the adsorption be-
havior of gas phase molecules on the Pt cluster. This further demonstrates
the unique effects of particle–surface interactions.

The authors next assessed the stability of H2 and CO gas phase adsorbates on
the Pt8 cluster, at the Pt–TiO2 interface, and on the TiO2 surface adjacent to the
Pt cluster. They computed the free energy of adsorption for gas-phase mol-
ecules at these sites, as well as calculating the equilibrium surface coverage as a
function of partial pressure and temperature. It is possible that the WGS re-
action mechanism involves hydrogen spillover from the metal particle to the
TiO2 surface. For this reason, the authors investigated H2 adsorption in the
vicinity of a Pt cluster, which is summarized in Figure 4.6(b). The presence of H
atoms at the Pt–TiO2 interface can have adverse effects on the catalytic per-
formance of the surface if H atoms bind too strongly to the interfacial sites
under WGS conditions. The results shown in Figure 4.6(b–c) show that H
atoms bind more strongly to Pt cluster sites than to interfacial Pt and O sites,
suggesting that interfacial sites will not hinder hydrogen spillover between the
Pt cluster and the oxide surface. By calculating the surface coverage of CO and
H at various temperatures, the authors also show that CO adsorption on Pt
cluster sites will dominate over H adsorption, indicating that Pt cluster sites will
be filled by adsorbed CO under WGS conditions. These results demonstrate
that interfacial sites will remain open under WGS conditions, and that they
may be responsible for the high WGS activity of the catalyst. The authors note
that this result corroborates experimental findings,126,127 in which the WGS
reaction rate scales positively with the interfacial boundary length. Using
ab initio thermodynamics, the authors were able to assess the stability of can-
didate model systems for the Pt/TiO2 surface under WGS conditions. Having
identified a plausible model system, the authors mention their plans to use DFT
to investigate the WGS mechanism over the Pt/TiO2 interfacial model they
identified in this study. We note that the authors also conducted a similar study
on an analogous Pt/CeO2(111) system,128 which applies similar methods to
characterize the effect of Pt–ceria interactions.

4.3.2.2.4 Cu/CeO2. The previous studies have shown that metal clusters
typically enhance the reducibility of metal–oxide surfaces, thus altering the
electronic properties of both the metal cluster and the oxide surface. Fabris
and coworkers73 demonstrate that this trend does not hold for all metal–
oxide supported systems. They conducted a systematic computational study
of Cu/CeO2 systems that feature Cu atoms adsorbed on a stoichiometric sur-
face, on a surface containing oxygen-vacancies, and on a surface containing
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cerium-vacancies. In particular, they use ab initio thermodynamics to assess
the stability of Cu adsorption on the various CeO2 surfaces in equilibrium
with an oxygen atmosphere. Ab initio thermodynamics predicts that Cu typi-
cally prefers to adsorb on the stoichiometric CeO2 surface, rather than on
surfaces containing oxygen-vacancies or cerium-vacancies. These results are
shown in Figure 4.7, where the free energy of adsorption is plotted against
oxygen chemical potential. Under oxidizing conditions, the formation of sur-
face solution phases featuring a Cu atom substituted for a Ce atom is ther-
modynamically favored over Cu adsorption on the stoichiometric surface.

These observations lead to interesting conclusions regarding the redox be-
havior of Cu/CeO2. The authors note that substituted Cu ions form stabilized
CuO4 units that permit the reversible release of oxygen under catalytically
relevant thermodynamic conditions. This is reflected by the stability of the
Ovac/Cu@Cevac phase that neighbors the Cu@Cevac phase seen in Figure 4.7.
This demonstrates that the surface can act as an oxygen buffer during reactions
conducted under oxidizing conditions. Furthermore, it shows that redox pro-
cesses over Cu/CeO2 surfaces do not involve the reduction of cerium atoms
(from Ce4+ to Ce3+) neighboring oxygen-vacancies, which is typically char-
acteristic of reaction paths involving a CeO2 redox process. Other metal–ceria
systems (e.g. Au/ceria, discussed in previous sections) typically feature a redox
mechanism in which metal clusters adsorbed on the surface stabilize the

Figure 4.7 Free energy for the adsorption of Cu adatoms on stoichiometric ceria (red),
on ceria with an oxygen vacancy (green), on ceria with a cerium vacancy
(blue), and on ceria with both an oxygen and a cerium vacancy (gray).
(Reprinted with permission from ref. 73 Copyright 2010 American Institute
of Physics)
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formation of oxygen vacancies. In the case of copper, however, oxygen vacan-
cies are stabilized by substitution defects where Cu atoms fill Ce vacancies. Ab
initio thermodynamics enabled the authors to determine Cu/CeO2 structures
that are thermodynamically favored under reactive conditions. Together with
electronic structure calculations, the authors demonstrate that the redox be-
havior of Cu/CeO2 does not follow the typical redox mechanism of other metal/
ceria surfaces.

4.3.3 Classical Atomistic Modeling

The computational expense of quantum (QM) methods limits these methods to
highly idealized system models, such as the single crystal surfaces and small
(BMno8) clusters considered in the studies above. However, many catalytically
interesting properties of supported metal–oxide systems arise from structural
irregularities and possibly from the dynamic effect of surface reconstruction
during reaction. Although it is difficult to characterize such effects using QM, it
becomes possible with the use of empirical force-fields that have a relatively low
computational expense. Reactive force-fields are designed to model bond dis-
sociation and formation, and can therefore be implemented in reactive mo-
lecular dynamics (RMD) simulations that are capable of describing the
dynamic nature of a catalyst at longer length and time scales (up toB104 atoms
and B1 ns). This section will review research examples implementing the
ReaxFF potential to model dynamic catalyst behavior under reactive con-
ditions. The work described herein demonstrates that reactive force-field
methods can be readily extended to model supported metal–oxide catalysts.

4.3.3.1 The ReaxFF Force Field

4.3.3.1.1 Background. ReaxFF uses bond-length/bond-order relationships
to model bond formation and dissociation in covalent systems, making it
readily applicable to catalytic systems. This section will summarize two stud-
ies that demonstrate the ability of ReaxFF to describe supported metal–
oxide catalysts accurately. The first study focuses on the catalytic properties
of nickel surfaces and particles interacting with hydrocarbon reactants. The
second study demonstrates the use of ReaxFF to describe complicated multi-
metal–oxide (Mo/V/O) catalysts under reactive hydrocarbon environments.
Together these studies show how ReaxFF extends the reach of computa-
tional methods to length and time scales required for characterizing the dy-
namic behavior of supported metal–oxide catalysts.

4.3.3.1.2 Hydrocarbon Catalysis on Metals. The ReaxFF force-field can
model catalytic properties of metal clusters toward C–H and C–C bond acti-
vation. This is exemplified by the work of Mueller, van Duin, and Goddard,
in which the authors developed a Ni/C/H potential by parameterizing the
ReaxFF force-field to reproduce a training set populated with DFT results
for hydrocarbon–nickel adsorption energies, activation barriers, and bulk
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formation energies.129 The authors note that surface defects may play an im-
portant role in reaction paths that lead to the high activity of the nickel sur-
face, and that surface science experiments of hydrocarbon chemisorption and
decomposition often seek to limit the number of defects on the surface in
order to characterize the reactivity of ordered low-index nickel surfaces.
Similarly, DFT is computationally unable to reach the necessary system sizes
for analyzing the effect of defects on irregular surfaces. For these reasons,
the authors applied the Ni/C/H force-field in reactive molecular dynamics
(RMD) simulations to assess the reactivity of various hydrocarbons over Ni
catalyst particles that expose multiple irregular surface terminations, yielding
insight into the role defect sites play in Ni-catalyzed hydrocarbon reaction
mechanisms.130

The study consisted of a series of RMD simulations with a spherical Ni
particle consisting of 468 atoms surrounded by a single-species hydrocarbon
gas phase in an 80�80�80 Ȧ3 periodic box. Simulations were conducted with
six representative hydrocarbon species (methane, ethyne, ethene, benzene,
cyclohexane, and propene) that were chosen to cover a variety of hydrocarbon
behaviors arising from varying degrees of saturation. In each simulation, the
temperature was ramped from 500 K to 2500 K at a rate of 20 K ps�1 over the
course of the 100 ps simulation. The authors extracted species population data
at each time step, thus identifying reaction intermediates and their corres-
ponding formation and decomposition rates. These data were then used to
construct reaction networks from which elementary reaction paths can be
identified. The results and analysis of the simulation for propene are repro-
duced in Figure 4.8. The figure depicts the initial and final structures of the
system, as well as the molecular population analysis as the simulation pro-
gresses. As seen in the figure, the authors can determine the temperatures at
which key reactive events occur. This includes the temperatures at which gas-
phase propene begins to chemisorb on the surface (TA), that at which de-
hydrogenation commences (TH), and that at which carbon–carbon bonds are
broken (TC). These temperatures yield insight into the kinetic barriers for
hydrocarbon dissociation over nickel particles.

Analysis of the simulation trajectory yields reaction networks that reveal the
preferred reaction mechanism over the Ni catalyst. For propene, molecules
begin to chemisorb rapidly because C–C p bonds can be readily broken to form
C–Ni s bonds. Correspondingly, chemisorption of saturated hydrocarbons
does not occur until higher temperatures, where C–H bonds are broken by
dehydrogenation. Analyses of the simulation trajectories show that C–H bond
breaking is catalyzed by the insertion of a Ni atom within the C–H bond. The
simulations also reveal that dehydrogenation typically precedes C–C bond
scission, which is reflected in the figure by a low TH compared to TC. In contrast
with DFT approaches, reaction paths are identified by MD analysis as opposed
to being hypothesized and evaluated explicitly, which allows the method to find
reaction paths that are not immediately apparent. These results have many
implications for designing Ni catalysts for hydrocarbon treatment. This work
exemplifies the ability of empirical force-fields to characterize reactions
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involving covalent hydrocarbon species interacting with irregular metal sur-
faces, which is necessary for modeling supported metal–oxide heterogeneous
catalysts at large scales.

4.3.3.1.3 Multi-metal–Oxide Catalysis. The ReaxFF potential has also
been utilized to study the catalytic properties of complex metal oxides. Che-
noweth et al. developed and implemented a V/O/C/H force-field that, when
combined with the existing hydrocarbon force-field, can model the inter-
action between gas-phase hydrocarbons and the vanadium oxide sur-
face.131,132 For motivation, the authors cite numerous examples in which
V2O5 is used to catalyze industrial processes that selectively oxidize both

Figure 4.8 (top) Initial and final structures of a RMD simulation demonstrating
propene adsorption and decomposition on a nickel nanoparticle. (bottom)
Molecular populations plotted against simulation temperature, and the
corresponding reaction networks. Numbers in brackets indicate the
number of species present at the end of the simulation and numbers
over arrows indicate the corresponding number of reactive events.
(Adapted with permission from ref. 131 Copyright 2010 American
Chemical Society)
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saturated and unsaturated hydrocarbon species, such as the conversion of
methanol to formaldehyde. They stress that, although V2O5 can be used for
the oxidative dehydrogenation of methanol, it lacks selectivity when applied
to the partial oxidation of larger hydrocarbons. The selectivity of vanadium
oxide can be improved with the addition of appropriate supports and metal
dopants (such as V, Te, Ta, and Nb) that alter the surface geometry and
electronic structure. The addition of supports and dopants to form multi-
metal–oxide catalysts often introduces a confluence of structural and elec-
tronic effects that are too complex for experimental efforts to untangle. For
this reason, the authors propose that theoretical methodologies, such as
RMD simulations via ReaxFF, are essential for establishing the necessary
atomistic understanding of reaction processes over the complex oxide surface
for designing more selective catalysts.

To demonstrate the validity of the ReaxFF potential for modeling catalytic
V/O/C/H interactions, the authors simulated the oxidative dehydrogenation of
methanol over the V2O5(001) surface.

131 They conducted a 250 ps NVT-MD
simulation of a three-layer oxide slab surrounded by 30 gas-phase methanol
molecules in a 20�20�20 Ȧ3 periodic box. A dual temperature constraint was
applied in which the oxide slab was held at 650 K and the gas-phase molecules
were held at 2000 K. The final MD structure, along with the species population
analysis, is shown in Figure 4.9. Methanol species adsorb on the oxide surface
and, after rearrangement, desorb as formaldehyde. Analysis of molecular
populations and the MD trajectory shows that the reaction mechanism proceeds
through the abstraction of hydrogen from the methyl group. The authors note
that this result seems to contradict experimental evidence (from DRIFTS spec-
troscopy) that suggests an O–H bond dissociation mechanism. The authors
demonstrate, however, that the C–H abstraction path is preferred on the fully

Figure 4.9 (a) Final structure of a NVT–MD simulation of methanol interacting with
a V2O5 slab and (b) the corresponding species population plot.
(Reprinted from ref. 132 Copyright 2008 American Chemical Society)
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oxidized V2O5(001) surface and that the O–H abstraction path is preferred over a
defect site where an oxo- group has been removed from the surface. This result
demonstrates the viability of the ReaxFF method for oxide-based catalysis, as
well as exhibiting the power of atomistic modeling for complementing experi-
mental efforts to discern structural factors that influence the reaction path.

The ReaxFF method can also be used to determine the structure and nature
of active sites on complex oxide surfaces. This is demonstrated by the same
authors in a subsequent publication,132 in which they applied ReaxFF to pre-
dict the structure of a highly disordered multi-metal Mo3VOx catalyst. As
mentioned earlier, the selectivity of vanadium oxide catalysts toward the partial
oxidation of hydrocarbons can be altered by the addition of metal dopants to
form multi-metal–oxides (MMO). MMO catalysts typically feature partial or
mixed occupations of crystallographic sites, making it difficult to characterize
the structure and nature of active sites by experimental methods. The authors
applied the ReaxFF potential to conduct a combined Monte Carlo/reactive
dynamics (MC/RD) procedure to determine the Mo3VOx structure. The
catalyst surface has metal sites that can be occupied by either Mo or V atoms.
The MC/RD scheme identifies the preferred occupation of each site by sys-
tematically interchanging two atoms that occupy the same crystallographic site
and determining the resultant energy change after re-optimizing the structure
through RD. The new structure is either accepted or rejected according to the
MC-Metropolis criterion,133 and the process is repeated until the energy con-
verges at an optimal configuration for the chemical environment of the system.

The authors used the optimized structure to conduct RMD simulations in
which hydrocarbons interact with the catalyst. The optimized catalyst displays
several channels in the oxide through which hydrocarbons can diffuse to reach
active sites. This particular simulation reveals that propane can diffuse through
the C72-labeled channel in the oxide, but not through the C71-labeled channel.
Such observations can reveal structural factors that influence catalyst select-
ivity, because different hydrocarbon species will tend to diffuse through dif-
ferent channels. This property can be exploited to design highly selective MMO
catalysts. This result demonstrates the applicability of the ReaxFF method for
characterizing complex metal–oxide catalysts, which can be readily extended to
supported metal-cluster/metal-oxide catalysis.

4.3.4 Combined Application: Hydrocarbon Activation over

Pd/CeO2

In the previous sections, we discussed separate applications of DFT, ab initio
thermodynamics, and empirical force-fields to demonstrate the capabilities and
limitations of each computational method applied to supported metal–oxide
catalysis. As mentioned earlier, these methods can be applied together to
achieve a broader understanding of the factors affecting catalytic activity,
scaling from electronic structure to large-scale surface rearrangement and ad-
sorbate coverage effects. This section highlights an ongoing multi-scale study
conducted across our laboratory combining these methods in an effort to
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identify factors contributing to high activity of Pd/ceria catalysts toward
hydrocarbon conversion.

4.3.4.1 Background

Palladium supported on ceria is an effective catalyst for hydrocarbon oxidation
and is a promising candidate for application in solid-oxide fuel cell (SOFC)
anodes,48–50 automotive three-way catalysis,43,46 catalytic combustion,3,12,87 and
water–gas-shift catalysis.31,134 There is, however, little consensus in the literature
regarding the chemical and structural properties of the active sites and reaction
mechanisms on the Pd/ceria surface. Under reaction conditions, multiple Pd/ceria
surface morphologies are possible, each with unique catalytic activity. Examples
of such morphologies include the following: metallic Pd clusters adsorbed on the
ceria support, oxidized palladium in PdO surface phases, and palladium in-
corporated in cerium lattice vacancies as a solid–solution PdxCe1–xOy phase.
Experimental evidence suggests that strong electronic interactions between Pd and
ceria stabilize oxidized Pd species that in turn are capable of activating C–H
bonds in hydrocarbons. This is evident in the work of Colussi et al.,87 which uses
high-resolution transmission electron spectroscopy (HRTEM) and DFT to show
that Pd/ceria catalysts prepared by solution combustion synthesis (SCS) contain a
Pd2+/CeOx solid solution that is absent in Pd/ceria catalysts prepared by tradi-
tional incipient wetness impregnation (IWI). The Pd2+/CeOx phase forms when
Pd atoms are systematically substituted for Ce atoms in the ceria lattice, thus
forming a square planar geometry characteristic of Pd2+ in bulk PdO. Pd/ceria
samples prepared by SCS achieved considerably higher methane combustion rates
compared to the analogous catalysts prepared by IWI, suggesting that the pres-
ence of Pd2+/CeOx plays an important role in hydrocarbon activation. Similar
results for the combustion of propane and dimethyl ether over Pd/ceria prepared
by SCS further emphasize the importance of oxidized Pdd+ species, while also
suggesting the importance of metallic Pd0 clusters coexisting on the surface with
the Pd2+/CeOx phase.4 In a similar study, Misch et al. used X-ray diffraction
(XRD) and X-ray photoelectron spectroscopy (XPS) to characterize Ce1–x
PdxOd catalysts before and after the catalytic oxidation of methane.88 Interest-
ingly, their results suggest that metallic Pd0/CeO2, rather than an oxidized Pdd+

species, is essential for high catalytic activity. Furthermore, a recent study by
Gorte and coworkers12 has synthesized Pd-core/ceria-shell catalysts that achieve
high methane conversion rates by maximizing the concentration of active Pd/
ceria interfacial sites. Together, these results demonstrate the complex nature of
Pd/ceria catalysis, in which strong metal–support interactions lead to the co-
existence of multiple surface morphologies with unique catalytic properties.

Each of the possible surface morphologies described above may contribute
differently to the catalytic activity of the system, and it is essential to identify
surface morphologies that are both stable and active under the reaction con-
ditions of interest. DFT electronic structure calculations and ab initio ther-
modynamics have been applied together to determine the Pd/ceria surface
morphologies that are stable under typical operating conditions and that
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provide a low energy path for hydrocarbon oxidation. Ongoing efforts will
incorporate atomistic simulations via the ReaxFF potential to extend our an-
alysis beyond the computational limits of DFT.

4.3.4.2 Effect of Pd on CeO2 Surface Reduction

DFT studies completed in our laboratory examined the nature of oxygen va-
cancy formation and methane activation over Pd-substituted CeO2(111), (110),
and (100) surfaces.69 The results demonstrate that methane activation and
oxygen-vacancy formation are surface reduction processes, and that the sub-
stitution of a Pd atom in the ceria lattice greatly affects the energetics of these
processes. The removal of a surface oxygen when forming a vacancy in the ceria
lattice results in a single-spin gap state above the valence, which is attributed to
the single occupation of 4f states on two cerium atoms (shown in Figure 4.10).
This is confirmed by a Bader charge analysis demonstrating that oxygen-vacancy
formation results in a negative charge transfer to two cerium atoms in the vicinity
of the oxygen-vacancy, further corroborating density of states (DOS) data sug-
gesting that the removal of an oxygen results in the reduction of two cerium
atoms from Ce4+ to Ce3+. Bader charge analysis confirms that a Ce4+ to Ce3+

reduction occurs adjacent to CH3 and H adsorption sites, thus demonstrating
that vacancy formation and methane adsorption are surface reduction processes.

A density of states (DOS analysis) can probe the electronic structure changes
that occur during surface reductions. This analysis shows the electronic effect of
Pd substitution, as well as demonstrates that both O-vacancy formation and
dissociative methane adsorption display similar electronic structure re-
arrangements. The formation of an oxygen-vacancy in Pd-substituted
CeO2(111) results in a spin-paired gap state, in contrast to the single-spin state
that appears in clean CeO2(111). Bader charge analysis shows charge accu-
mulation on Pd, confirming that the spin-paired state is the result of a Pd4+

reduction to Pd2+. A comparison of the structure of the Pd-substituted CeO2

surface before and after reduction shows that, after reduction, Pd assumes a
square planar coordination geometry analogous to that of Pd2+ in bulk PdO.
This demonstrates that the reduction of Pd-substituted surfaces results in one
Pd4+ to Pd2+ reduction, as opposed to two Ce4+ to Ce3+ reductions over the
clean ceria surface. The dissociative adsorption of methane is also a surface
reduction process that portrays similar electronic rearrangements, thus leading
to the correlation between oxygen vacancy formation energy and methane
adsorption energy shown in Figure 4.11. Generally, a substituted Pd atom
serves as a reduction center, and the resultant gap state is lower in energy than
the analogous gap state over clean CeO2. This results in lower vacancy for-
mation and methane dissociation energies over Pd-substituted surfaces.

4.3.4.3 Stability of Pd/Ceria Surface Morphologies

The DFT method employed, like most QM methods, only applies at zero
temperature and pressure, and, correspondingly, cannot evaluate the thermo-
dynamic stability of Pd incorporated surfaces. Ab initio thermodynamics must
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Figure 4.10 Total DOS for (a) clean CeO2(111), (b) oxygen vacant CeO2(111),
(c) CeO2(111) with adsorbed *CH3 and *H, and (d) oxygen vacant Pd-
substituted CeO2(111). Occupied states below the Fermi level are high-
lighted, and the energy axis is referenced to vacuum potential.
(Reprinted with permission from ref. 69 Copyright 2008 American
Chemical Society)
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be incorporated to determine the stability of possible Pd/ceria surface
morphologies at operating temperatures and pressures. Our laboratory em-
ployed such an approach to investigate the stability of single Pd atom states on
CeO2(111), (110), and (100) surfaces.78 Figure 4.12 contains the resulting phase
diagrams showing the temperature and oxygen chemical potential ranges where
Pd atoms are stable either: (1) as adsorbed Pd atoms (Pd*), (2) as adsorbed PdO
or PdO2 clusters, or (3) incorporated in Ce lattice positions on either a fully

Figure 4.11 Plot demonstrating the correlation between methane adsorption energy,
DEads, and oxygen vacancy formation energy, DEvac, for Pd-substituted
ceria surfaces (�), Zr-substituted surfaces (’), and pure ceria surfaces
(m); open symbols denote pre-reduced surfaces with oxygen vacancies.
(a–b) Initial, transition, and final structures for the dissociative adsorp-
tion of CH4 on clean CeO2(111). (d–e) Structure of Pd-substituted
CeO2(111) before and after oxygen vacancy formation, where a denotes
the first oxygen removed and b denotes the second oxygen removed.
(Adapted with permission from ref. 69 Copyright 2008 American Chem-
ical Society)

182 Chapter 4

D
ow

nl
oa

de
d 

by
 P

en
ns

yl
va

ni
a 

St
at

e 
U

ni
ve

rs
ity

 o
n 

27
/0

5/
20

14
 2

1:
01

:2
8.

 
Pu

bl
is

he
d 

on
 0

2 
D

ec
em

be
r 

20
13

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
18

49
73

49
05

-0
01

57
View Online

http://dx.doi.org/10.1039/9781849734905-00157


Figure 4.12 Ab initio thermodynamic phase diagrams and insets depicting DFT optimized surface structures for Pd/ceria surface
morphologies for (a–b) CeO2(111), (c) CeO2(110), and (d) CeO2(100). (b) Octahedral coordination environment formed by
oxygen atoms O1–O6, with O7 moving away from the Pd metal center (compared to O8).
(Adapted with permission from ref. 78 Copyright 2009 American Institute of Physics)

A
p
p
lica

tio
n
o
f
C
o
m
p
u
ta
tio

n
a
l
M
eth

o
d
s
to

S
u
p
p
o
rted

M
eta

l–
O
x
id
e
C
a
ta
ly
sis

1
8
3

D
ow

nl
oa

de
d 

by
 P

en
ns

yl
va

ni
a 

St
at

e 
U

ni
ve

rs
ity

 o
n 

27
/0

5/
20

14
 2

1:
01

:2
8.

 
Pu

bl
is

he
d 

on
 0

2 
D

ec
em

be
r 

20
13

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
18

49
73

49
05

-0
01

57

View Online

http://dx.doi.org/10.1039/9781849734905-00157


oxidized surface (as Pd4+) or an oxygen deficient surface (as Pd2+ or Pd0). As
seen in the figure, each surface is capable of stabilizing an incorporated Pd
atom, and the oxidation state of the incorporated Pd atom varies among ceria
terminations. For the CeO2(111) facet, Pd

4+ ions are thermodynamically stable
when incorporated into the fully oxidized surface under high oxygen pressures
or low temperatures. The DFT optimized structure of this surface, shown in
Figure 4.12(b), demonstrates that Pd-incorporation is stabilized by a surface
reconstruction that provides a favorable octahedral oxygen coordination en-
vironment for the d6 metal center. Both oxygen vacancy formation and methane
dissociation over this surface cause a restructuring of the surface, providing a
square-planar oxygen coordination that stabilizes the d8 metal center of Pd2+.

Although these studies demonstrate that Pd-incorporation into the CeO2

surface may be both stable and active for methane dissociation, optimal per-
formance requires activity for the entire catalytic cycle. The high reducibility of
the Pd-incorporated surface could alter the free energy landscape of the re-
action mechanism so that re-oxidation of the surface becomes rate limiting. To
consider this possibility, ab initio thermodynamics approaches were used to
derive a free energy diagram that takes into account the impact of varying
redox conditions (differing CH4, O2 and H2O chemical potentials) on the re-
action energy diagram. Figure 4.13 shows the reaction free energy diagram for
methane combustion over CeO2(111) and Pdincorporated/CeO2(111) surfaces
under catalytic combustion conditions. Pd incorporation reduces the reaction
energy for each C–H bond activation step, and therefore leads to a faster
overall combustion rate. This allows us to conclude that Pd-incorporation is
stable under combustion conditions and that it lowers the activation barrier of
the rate-determining step, making it active toward hydrocarbon oxidation.

4.3.4.4 Atomistic ReaxFF of Pd/ceria

Although this previous work has identified a PdxCe1–xOd mixed surface oxide
as a potentially unique active site, the DFT methods employed are extremely

Figure 4.13 Free energy reaction diagrams for complete CH4 oxidation over (blue)
clean CeO2(111) and (red) Pd-incorporated PdxCe1–xOd.
(Adapted with permission from ref. 89 Copyright 2011 Elsevier)
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limited in the structures that can be considered. Figure 4.14 depicts activation
barriers over ordered surface structures that represent limiting cases in which
Pd is ideally dispersed throughout the ceria surface, or is entirely contained in
pure metal clusters or surface oxides. DFT can only assess these limiting cases
separately, and cannot address the combined influence of these separate do-
mains. To model a mixed surface with 2�2 lattice, the surface concentration of
Pd atoms is fixed at 25% with Pd atoms incorporated in a specific supercell
structure. Lower Pd concentrations, the clustering of Pd dopants, or long range
structures involving Pd and O-vacancy clustering are inaccessible with DFT
owing to the computational intensity of considering larger supercells. The
ReaxFF method will make examination of these possibilities, along with con-
sideration of catalytic reaction chemistry, computationally tractable. As dis-
cussed above, the ReaxFF potential is readily suited to handle metal–oxide
interfaces under complex hydrocarbon environments. Efforts are currently
underway to optimize the ReaxFF potential to treat Ce/Pd/C/O/H systems,
and once completed, will be used in tandem with DFT and ab initio thermo-
dynamics to determine the combined role of the surface morphologies that were
previously only studied as separate limiting cases.

4.4 Conclusions

DFT methods can calculate the ground state electronic structure and energy of
a system as a function of nuclear coordinates, allowing one to determine the
preferred reaction path by identifying optimal structures on the DFT-calcu-
lated potential energy surface (PES). Thus, the utility of DFT lies in its ability
accurately to describe the energetics of reactive bond breaking/forming events,
which reveals important aspects of the underlying electronic structure, such as
oxidation states in atoms, orbital occupancies in molecules, and electronic band
structures in solids. Ab initio thermodynamics uses statistical mechanics to
extend DFT to high temperature and pressure descriptions, which allows one to
calculate free energies to assess the stability of the catalyst surface as a function

Figure 4.14 DFT-calculated methane activation energies over possible Pd/ceria sur-
face morphologies. Pd-incorporation greatly reduces the C–H bond
activation barrier; only highly regular surface structures can be evaluated
with DFT.
(Reprinted with permission from ref. 89 Copyright 2011 Elsevier)
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of chemical environment. Such knowledge is a powerful tool for determining
preferred reaction paths over catalytic surfaces, and for building a fundamental
understanding of the electronic driving forces behind catalytic mechanisms.

The computational expense of QM limits DFT and ab initio thermodynamics
to highly idealized models, such as the single crystal surfaces and small clusters
considered in the studies above, that only approximate the complex geometry
of actual systems. These methods are also limited in their ability to consider
dynamic structural transitions at a metal–oxide interface. Although it is dif-
ficult to characterize long range and dynamic effects using QM, it becomes
possible with the use of empirical force-fields that are based on classical prin-
ciples and therefore have a relatively low computational expense. The ReaxFF
potential is designed to model bond dissociation and formation, and can
therefore be implemented in reactive molecular dynamics and Monte Carlo
simulations that are capable of describing the dynamic nature of a catalyst at
longer length and time scales (up to B104 atoms and B1 ns). Studies utilizing
these methods can systematically probe catalytically interesting properties of
supported metal–oxide systems that arise from structural irregularities and
dynamic effects of surface reconstruction at interfaces.

Together, the computational methods discussed herein allow for a detailed
determination of many phenomena influencing the behavior of supported
metal–oxide catalysts. The studies considered in this review demonstrate the
power of computational methods for assessing the stability and activity of
supported metal–oxide catalysts.
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