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Oxide formation on palladium surfaces impacts the activity and selectivity of Pd-based catalysts,
which are widely employed under oxygen rich operating conditions. To investigate oxidation pro-
cesses over Pd catalysts at time and length scales inaccessible to quantum based computational
methods, we have developed a Pd/O interaction potential for the ReaxFF reactive force field. The
parameters of the ReaxFF potential were fit against an extensive set of quantum data for both bulk
and surface properties. Using the resulting potential, we conducted molecular dynamics simulations
of oxide formation on Pd(111), Pd(110), and Pd(100) surfaces. The results demonstrate good agree-
ment with previous experimental observations; oxygen diffusion from the surface to the subsurface
occurs faster on the Pd(110) surface than on the Pd(111) and Pd(100) surfaces under comparable
conditions at high temperatures and pressures. Additionally, we developed a ReaxFF-based hybrid
grand canonical Monte Carlo/molecular dynamics (GC-MC/MD) approach to assess the thermody-
namic stability of oxide formations. This method is used to derive a theoretical phase diagram for the
oxidation of Pd935 clusters in temperatures ranging from 300 K to 1300 K and oxygen pressures rang-
ing from 10−14 atm to 1 atm. We observe good agreement between experiment and ReaxFF, which
validates the Pd/O interaction potential and demonstrates the feasibility of the hybrid GC-MC/MD
method for deriving theoretical phase diagrams. This GC-MC/MD method is novel to ReaxFF, and
is well suited to studies of supported-metal-oxide catalysts, where the extent of oxidation in metal
clusters can significantly influence catalytic activity, selectivity, and stability. © 2013 AIP Publishing
LLC. [http://dx.doi.org/10.1063/1.4815820]

I. INTRODUCTION

Catalytic applications featuring late transition metals of-
ten employ oxygen rich operating conditions that are capable
of oxidizing the metal catalyst. This leads to the formation of
surface and bulk oxide phases with catalytic properties that
differ greatly from the parent metal.1–7 This is particularly
important in palladium-based systems, which are well known
oxidation catalysts used industrially for automotive exhaust
treatment,8–10 CO conversion to CO2,11–17 and hydrocarbon
oxidation.17–21 To optimize catalyst performance, it is nec-
essary to understand the stability of oxide surface phases as
a function of temperature, pressure, and gas phase composi-
tion, as well as the dynamic transition between oxide phases
that may occur during catalytic operation.

Numerous experimental and theoretical studies
have characterized oxide formation on Pd single-crystal
surfaces.1, 7, 22–33 Intuitively, oxide formation typically oc-
curs after the initial adsorption and dissociation of oxygen
molecules on the surface, followed by the growth of two-
dimensional surface oxides, and the subsequent formation
of a bulk oxide. The extent of oxidation on the surface and

a)Authors to whom correspondence should be addressed. Electronic ad-
dresses: mjanik@engr.psu.edu and acv13@engr.psu.edu

in the bulk is governed by both kinetic and thermodynamic
influences. Lundgren et al.22 combined in situ surface x-ray
diffraction with ab initio thermodynamics to demonstrate
that, on the Pd(100) surface, both a p(2 × 2) adsorbate
phase and a 2D (

√
5 × √

5)R27◦ surface oxide phase can
be kinetically stable, and that their presence on the surface
hinders the formation of the thermodynamically favored
bulk oxide. Similarly, Salmeron and co-workers compared
theoretical and experimental phase diagrams of Pd(111)
derived from ab inito thermodynamics and photoemission
spectroscopy to demonstrate the kinetic stability of a subsur-
face oxide phase that prevents further oxidation of the bulk.28

Recently, Westerström et al.31 utilized in situ x-ray diffrac-
tion and density functional theory (DFT) to demonstrate
that bulk oxidation on Pd(110) does not proceed through
a kinetically stable surface phase, resulting in rapid bulk
oxidation compared to other low-index Pd surfaces. Using
a combination of scanning tunneling microscopy (STM),
low energy electron diffraction (LEED), and temperature
programmed decomposition (TPD), Han et al.34, 35 observed
a similar trend in affinity toward oxide formation over Pd
single crystal surfaces: Pd(110) > Pd(100) > Pd(111).
Since catalytic behavior is strongly impacted by the extent
of oxidation on the surface and in the bulk, these findings
underscore the necessity to thoroughly investigate both

0021-9606/2013/139(4)/044109/15/$30.00 © 2013 AIP Publishing LLC139, 044109-1
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kinetic and thermodynamic influences when characterizing
oxide formation. This has motivated the work presented here,
in which we have developed an empirical reactive force-field
(ReaxFF) for Pd/O that, through molecular dynamics (MD)
and Monte Carlo (MC) simulations, can help examine
oxidization processes on the atomic scale.

Atomistic modeling is a useful method for analyzing
the kinetic and thermodynamic properties of oxidation pro-
cesses during catalytic operation.1, 36–38 The studies men-
tioned above illustrate how quantum results can be extended
to describe ambient conditions through the formalism of
ab initio thermodynamics.23, 32, 39 Unfortunately, the compu-
tational expense inherent to quantum mechanical simulations
limits such studies to small (∼100 atoms) and highly ideal-
ized (periodic) system models. It also precludes direct dy-
namic studies, as ab initio MD is limited to ∼fs-ps timescales.
Alternatively, empirical force-field methods offer a computa-
tionally inexpensive means for modeling processes that occur
over larger length and time scales. Although still unable to
reach macroscopic time and length scales, these methods can
help bridge the size gap between experimental and theoretical
studies.

Empirical force-field methods feature inter-atomic poten-
tials that contain parameters optimized against experimental
or quantum data. The ReaxFF force-field used here incorpo-
rates bond order descriptions in the inter-atomic potential to
capture the reaction energetics of covalent interactions. This
eliminates pre-defined atomic connectivities required in non-
reactive force fields, enabling the potential to describe bond
dissociation and formation during reactive events. The via-
bility of bond-length/bond-order based force-fields was ini-
tially demonstrated by Tersoff for Si-based systems40 and by
Brenner for hydrocarbon systems.41 ReaxFF incorporates
an extended bond-length/bond-order formalism to better de-
scribe long range covalent interactions characteristic in tran-
sition state structures, allowing the force-field to describe
reaction barriers. This was initially demonstrated through
application to hydrocarbon systems,42, 43 and has since been
expanded to include metals44–52 and oxides.53–58 The trans-
ferability of ReaxFF makes it a logical choice for studying
oxidation processes; it can describe O2 adsorption from the
gas phase, dissociation on the metal surface, and diffusion
into the bulk metal. Herein we derive and validate ReaxFF
parameters for describing the interaction between palladium
and oxygen in gas, surface, and bulk phases. We apply the re-
sulting potential in MD and Monte Carlo simulations of the
oxidation process, which involves oxygen migration between
gas, surface, and bulk phases.

Though MD methods are useful for modeling the dy-
namics of oxide formation, they are often unable to reach
thermodynamic equilibrium within computationally tractable
time scales (∼1 ns for ReaxFF). Simulations at high temper-
atures and pressures can overcome kinetic barriers in shorter
timescales, but will allow high energy processes that are not
thermodynamically feasible under ambient conditions. Monte
Carlo methods can circumvent this limitation by sampling the
configurational energetics of the system and reproducing a
Boltzmann thermal distribution of states that fluctuate around
thermodynamic equilibrium. In particular, grand canonical

Monte Carlo (GC-MC) methods are aptly suited to model the
thermodynamics of sorption processes.59–63 In such simula-
tions, atoms are stochastically exchanged between the system
and a gas phase reservoir at constant chemical potential. The
system equilibrates when the chemical potential of the system
is equal to that of the gas phase reservoir, thus determining
the equilibrium concentration of sorbate atoms and the cor-
responding phase structure. This method is used in this work
to derive a theoretical oxidation phase diagram in T,P space
for large Pdn>300 clusters, which is beyond the computational
expense of ab initio methods.

GC-MC studies have been conducted previously to
model sorption in multi-component systems. Ray and co-
workers demonstrated the multi-component GC-MC method,
in which atoms are exchanged between a gas phase reser-
voir and a metal lattice, in their work modeling Pd bulk61

and Pd clusters.60, 62 A similar study was conducted by De-
biaggi and co-workers,64 demonstrating the formation of a
PdH subsurface phase prior to the formation of a bulk hy-
dride in Pd nanoclusters. Additionally, Valentini et al. em-
ployed GC-MC via ReaxFF to investigate oxygen adsorp-
tion on the Pt(111) surface.65 The direct GC-MC methods
employed in these studies, however, cannot be applied to
model bulk oxidation because the transition from pure metal
to bulk metal-oxide requires a significant rearrangement of
the metal lattice. Hybrid Monte Carlo techniques offer a solu-
tion to this issue by combining MC configuration steps with
a MD relaxation of forces.66–70 Hybrid-MC/MD was first im-
plemented in ReaxFF by Chenoweth et al.,70 who employed
atom swaps in an NVT ensemble to investigate the struc-
ture of molybdenum-doped vanadium oxide surfaces. Build-
ing on this method, we have developed a hybrid GC-MC/MD
method for ReaxFF that uses GC-MC to add, remove, and
move oxygen atoms until thermodynamic equilibrium with
an oxygen reservoir is reached, and uses MD to relax the sys-
tem as oxygen atoms are incorporated in the metal lattice in
both surface and bulk sites. This scheme is capable of model-
ing structural rearrangements inherent to the formation of the
oxide. Although the GC-MC/MD methodology presented in
Secs. II A–II D is tailored to oxidation processes, the formal-
ism is generally applicable to other multi-component systems.

II. THEORY AND METHODS

A. ReaxFF background

ReaxFF utilizes bond-order/bond-length relationships in
conjunction with polarizable charge descriptions to describe
covalent, Coulomb, and van der Waals interactions between
atoms. The general form of the ReaxFF potential is shown
below:

Esystem = Ebond + Eval + Etors + Eover + Eunder

+EvdWaals + ECoulomb, (1)

where Esystem is the total potential energy of the system. Ebond

describes the energy associated with forming covalent bonds
between atoms; Eval and Etors are the energies associated with
three-body valence angle strain and four-body torsional angle
strain. These terms are a function of bond-order, which is in

 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:

130.203.234.50 On: Tue, 27 May 2014 20:01:03



044109-3 Senftle et al. J. Chem. Phys. 139, 044109 (2013)

turn calculated from inter-atomic distance using the equation:

BOij = BOσ
ij + BOπ

ij + BOππ
ij

= exp

[
pbo1

(
rij

rσ
o

)pbo2
]

+ exp

[
pbo3

(
rij

rπ
o

)pbo4
]

+ exp

[
pbo5

(
rij

rππ
o

)pbo6
]

, (2)

where BO is the bond-order between atoms i and j, rij is
inter-atomic distance, ro terms are equilibrium bond lengths,
and pbo terms are empirical parameters. Equation (2) is a
continuous function of inter-atomic distance, and contains
no discontinuities through transitions between σ , π , and
ππ bond character. This yields a differentiable potential en-
ergy surface, which is required for the direct calculation
of inter-atomic forces. Eover and Eunder are energy penalties
that prevent the over and under coordination of atoms based
on atomic valences. ECoulomb and EvdWaals are electrostatic
and dispersive interactions, respectively, calculated between
all atom pairs regardless of connectivity. These two terms
are bond-order independent and are calculated directly from
inter-atomic distances. Electrostatic interactions are described
via a variable-charge electrostatic description that computes
the partial charge of individual atoms from a self-consistent
electron equilibration method (EEM).71 The exact functional
forms of each term in the ReaxFF potential are described
in detail in a previous publication.42 In this study, system-
specific parameters contained in the ReaxFF potential were
optimized against a DFT training set populated with bulk, sur-
face, and gas phase data for palladium and oxygen. The op-
timization technique consisted of a previously developed72, 73

single-parameter error minimization scheme. The parameter
optimization process for Pd/O systems is fully described in
Sec. III.

B. ReaxFF grand canonical Monte Carlo

Using the Pd/O potential, we implemented a hybrid
GC-MC/MD method in the T V μO2NPd ensemble with con-
stant temperature (T), volume (V ), oxygen chemical potential
(μO2 ), and number of Pd atoms (NPd). Possible MC moves in-
clude: (1) inserting an oxygen atom into the system at a ran-
dom position, (2) removing a randomly selected oxygen atom
from the system, or (3) moving an oxygen atom to a new ran-
dom position in the system. Coordinates for O-insertion and
O-move steps were chosen randomly such that any unoccu-
pied position in the simulation box could be selected. At equi-
librium, the Monte Carlo procedure must maintain a detail-
balance, in which the probability of any transition is equal to
the probability of the reverse transition.63, 74, 75 This is demon-
strated in the probability balance:

P Boltz
1 P select

1→2 P
accept

1→2 = P Boltz
2 P select

2→1 P
accept

2→1 , (3)

where PBoltz is the Boltzmann probability that a microstate
is occupied, Pselect is the probability that a transition type is
selected, and Paccept is the probability that the transition is ac-
cepted. In the above equation, we ensure that Pselect is equal on
both sides by generating move types with an equal frequency.

The probability of accepting a MC step is derived from the re-
maining Boltzmann terms, yielding the following acceptance
criteria for particle insertion, deletion, or displacement during
a Monte Carlo transition:

P
accept

insert = min

[
1,

V

�3 (N + 1)
exp[−β (E2 − E1 − μres)

]
,

(4)

P accept
remove = min

[
1,

N�3

V
exp[−β (E2 − E1 + μres)

]
, (5)

P accept
move = min

[
1, exp[−β (E2 − E1)

]
, (6)

where N is the number of exchangeable particles in the sys-
tem before the MC move, V is the volume of the system, � is
the thermal de Broglie wavelength of the exchanged particle,
β is the Boltzmann factor given by β = 1/kbT, E1 and E2 are
the potential energies calculated as a function of particle con-
figurations in the system before and after the MC move, and
μref is the chemical potential of the particle reservoir. In this
study, μref for oxygen is related to T and P by the following
equation:

μO(T , P ) = 1

2
μO2 (T , P )

= 1

2

[
μref (T , P o) + kbT ln

(
P

P o

)
− Ed

]
, (7)

where μO2 (T,Po) is the experimentally determined chemical
potential of O2 at T and Po available from published thermo-
dynamic tables,76 and Ed is the zero-Kelvin bond dissociation
energy of O2. Since the ReaxFF parameters are derived from
DFT values for oxygen adsorption calculated relative to gas
phase O2, the DFT calculated value of 142.1 kcal mol−1 was
used for Ed to remain consistent with the ReaxFF training,
despite the well documented DFT overestimation of the O2

bond strength. Using the DFT value for Ed introduces uncer-
tainty in the location of the oxidation phase boundaries deter-
mined from MC. We estimate that DFT errors in O2 binding
could shift the resultant oxidation boundaries to lower tem-
peratures by as much as ∼200 K and to higher pressures by
as much as an order of magnitude. This uncertainty should be
taken into account for quantitative comparisons with experi-
ment, but does not affect qualitative conclusions drawn from
the results.

In our hybrid method, we introduce an energy minimiza-
tion step after each MC trial move. This step is necessary to
allow the rearrangement of metal atoms when forming an ox-
ide. Pure GC-MC simulations of solid-oxide formation with-
out an energy minimization step will suffer from low accep-
tance rates because the majority of the system is occupied by
metal atoms and is inaccessible to inserted oxygen atoms. An
energy minimization step will alleviate this issue by relaxing
the energy of the system prior to applying Eqs. (4)–(6), but
will introduce a bias in the MC algorithm that must be ac-
counted for in the acceptance probabilities to maintain detail-
balance. This was demonstrated by Lachet et al.,63 who em-
ployed a biased GC-MC method to simulate the adsorption of
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xylene molecules in zeolites. They demonstrate that the bias
introduced by the energy minimization step can be countered
by replacing the system volume, V , in Eqs. (4) and (5) with
an accessible volume, Vacc, which reflects the volume acces-
sible to the MC-inserted atom. Herein, the accessible volume
is calculated by subtracting the volume occupied by Pd metal
atoms from the total volume:

Vacc = V − Nmetal

4

3
πr3

metal, (8)

where Nmetal is the number of metal atoms and rmetal is the
atomic radius of the metal atom (for Pd, rmetal = 1.39 Å). In
this study, the energy minimization step consists of a con-
jugant gradient (CG) geometry optimization, with a conver-
gence criterion of 0.5 kcal mol−1 between subsequent CG
steps. The convergence criterion affects the accessible vol-
ume, since the CG algorithm determines how close an in-
serted O atom can be placed to any Pd atom. In the limit of an
extremely loose criterion, an inserted O atom can be placed
within the atomic radii of the Pd atoms, resulting in larger
accessible volumes and lower MC acceptance rates as these
structures would be very high in energy. Conversely, employ-
ing a tight convergence criterion will decrease the accessible
volume, but will increase the computational expense of each
MC trial move. The 0.5 kcal mol−1 convergence criterion was
chosen because it provides a reasonable tradeoff, in which the
CG converges in a reasonable timeframe, while still prevent-
ing inserted O atoms from being placed in high energy re-
gions within the atomic radius of a Pd atom. We tested tighter
and looser convergence criteria, which impacted the computa-
tional time required for the MC run to reach equilibrium, but
did not significantly impact the final equilibrium values.

The final MC algorithm consists of the following steps:
(1) execute MC move, (2) relax atomic forces by conju-
gate gradient energy minimization, (3) accept or reject the
MC move and geometry resulting from relaxation using
Eqs. (4)–(6) above, and (4) iterate until the system energy
converges at equilibrium. The converged system reflects the
formation of an oxide in equilibrium with a gas phase at the
temperature and pressure specified by the reference chemical
potential, μref (T, P).

C. ReaxFF molecular dynamics

MD simulations in this study were conducted in the NVT
ensemble using the velocity Verlet method77 with a time
step of 0.25 fs. Temperature control was maintained using a
Berendsen thermostat78 with a damping constant of 100 fs.
Energy minimization via a conjugate gradient relaxation of
forces was conducted prior to each MD run to eliminate sim-
ulation artifacts that can arise from high energy contacts ini-
tially present in the starting geometry.

D. QM method

Density functional calculations were completed in the
Vienna ab initio simulation package (VASP).79, 80 The
exchange-correlation functional was treated with the Perdew-
Wang (PW91) version of the generalized gradient approxima-

tion (GGA).81 Atomic core regions were represented using
the projector augmented wave method,82 with valence con-
figurations of 4d10 for Pd atoms and 2s22p4 for O atoms.
Plane-wave basis sets were truncated at 400 eV for surface
calculations and 600 eV for bulk structures. A convergence
criterion of atomic forces less than 0.05 eV Å−1 was em-
ployed for all structural optimizations. The Monkhorst-Pack
(MP) formulation83 was used to sample the Brillouin zone of
all periodic calculations. A 7 × 7 × 1 MP k-point spacing was
used for Pd surface calculations in a 2 × 2 × 6 periodic cell
including a 15 Å vacuum layer between periodic images in
the z-direction perpendicular to the surface. The bottom three
Pd layers were held fixed during structural optimizations to
simulate the underlying bulk. A 6 × 6 × 6 MP k-point spac-
ing was used for bulk Pd and PdO, where minimal orthogonal
unit cells were employed. Clusters were modeled in a 45 Å
× 45 Å × 45 Å periodic box with the gamma point consid-
ered. Transition states for oxygen dissociation were identified
using the climbing image nudged elastic band (CI-NEB) pro-
cedure as implemented in VASP,84 and were conducted in a 3
× 3 × 6 periodic cell to minimize adsorbate-adsorbate inter-
actions across periodic images.

III. RESULTS AND DISCUSSION

A. Force field development

1. Palladium-palladium metal interactions

The Pd atom and Pd–Pd interaction parameters listed in
Table I were obtained by optimizing the ReaxFF potential
against a training set of 85 data points consisting of both
bulk and surface DFT data. We first optimized bulk forma-
tion energies calculated as a function of lattice compression
and expansion for fcc, bcc, simple cubic, and diamond struc-
ture phases of Pd. This enables the potential to properly de-
scribe bulk Pd–Pd interactions in numerous configurations
and chemical environments. Energetically unfavorable phases
that are not experimentally viable, such as simple cubic and
diamond, were included in the training to ensure that the po-
tential will not improperly favor these high energy phases.
The resulting expansion-compression energy curves, shown
in Figure 1, demonstrate that the potential correctly discerns
energy differences separating bulk Pd phases. ReaxFF pre-
dicts that the bcc phase is 1.61 kcal mol−1 higher in en-
ergy than the fcc phase, which agrees with the DFT value of
0.92 kcal mol−1. The potential yields cubic and diamond
phases that are 19.43 and 28.19 kcal mol−1 higher in energy,
respectively, compared to the fcc phase, in reasonable agree-
ment with the respective DFT values of 11.06 kcal mol−1

and 21.91 kcal mol−1. Agreement between DFT and ReaxFF
for high energy phases and at densities far from equilibrium
is less important for capturing correct Pd–Pd interaction be-
havior, as long as these phases and densities are unrealizable
under relevant simulation conditions. Finally, the potential
yields a cohesion energy of −87.7 kcal mol−1, in agreement
with the DFT value of −89.8 kcal mol−1, and the experimen-
tal value of −89.7 kcal mol−1.85, 86

The expansion-compression curves in Figure 1 can be
used to determine structural properties that are directly
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TABLE I. ReaxFF parameters optimized from 85 point DFT training set for Pd–Pd terms and 48 point set for Pd–O (units: r and γ terms in Å; ε, D, k, and V
in kcal mol−1; η and χ in eV; θ in degrees; all other terms are dimensionless).

Atom ro η χ γ rvdW εvdw α γ vdW

Pd 1.8582 6.6477 5.5005 1.0000 2.0113 0.2465 12.5712 6.0083
Oa 1.245 8.3122 8.5000 1.0898 2.389 0.1000 9.7300 13.8449

Bond Dσ
e pbe,1 povun,1 pbe,2 pbo,1 pbo,2

Pd–Pd 90.7003 − 0.1661 0.2578 3.0618 − 0.0914 5.4665
Pd–O 56.7412 0.7149 0.1000 11.9839 − 0.3000 4.7089

Off-diagonal rσ RvdW γ εσ

Pd–O 1.7139 1.661 10.6568 0.2237

Valence angle θo ka kb pval ,2

Pd–Pd–O 55.7429 4.8907 3.9242 1.0000
Pd–O–Pd 53.8540 30.0000 2.0649 1.7008
O–Pd–O 0.0100 30.0000 8.0000 2.4156
Pd–O–O 90.0000 30.0000 1.6813 1.9155

Torsion angle V1 V2 V3 Ptor ,1 Ptor ,2

Pd–O–O–Pd 1.7276 50.0000 0.0100 − 2.5000 − 1.0000

aOxygen atom parameters from Ref. 92.

comparable with experimental results, such as the fcc lat-
tice constant, the density, and the bulk modulus of Pd metal.
The ReaxFF potential predicts an equilibrium lattice constant
of 3.97 Å for the fcc phase, which is in good agreement
with the respective DFT and experimental87 values of 3.95 Å
and 3.89 Å. The ReaxFF lattice spacing yields a density of
11.3 g/cm3, in agreement with the experimental86, 87 value
of 12.0 g/cm3. The bulk modulus of fcc Pd can be de-

FIG. 1. (a) DFT and (b) ReaxFF expansion-compression curves for fcc, bcc,
simple cubic, and diamond structures of bulk Pd. (Insets) Birch-Murnaghan
equation of state fit to the minima of the DFT and ReaxFF bulk fcc curves.

termined from the expansion-compression curve using the
Birch-Murnaghan equation of state for crystalline solids,88 as
shown in the insets of Figure 1. A least squares regression
of the third order Birch-Murnaghan equation yields a bulk
modulus of 140.1 GPa from the ReaxFF data and 144.2 GPa
from the DFT data. Both of these values are in reasonable
agreement with the experimental value of 180.8 GPa.86, 87 The
above comparisons between ReaxFF, DFT, and experiment
are summarized in Table II.

Pd–Pd interaction parameters were also optimized to re-
produce DFT surface energies for Pd(111) and Pd(100) sur-
faces. Surface energies for converged 12-layer slab models
normalized by the number of surface atoms, calculated with
the formula: σ surf = 1/2 (Eslab,n − n Ebulk), are shown in
Table III, along with literature comparisons. For Pd(111),
Pd(100), and Pd(110), ReaxFF predicts surface energies of
10.71 kcal mol−1, 13.95 kcal mol−1, and 20.77 kcal mol−1, re-
spectively, in reasonable agreement with our respective DFT
values of 12.97 kcal mol−1, 17.44 kcal mol−1, and 25.26 kcal
mol−1. The results are also in agreement with the previously
reported DFT values of 12.91 kcal mol−1, 17.06 kcal mol−1,
and 24.91 kcal mol−1.89 Despite having not been explicitly
optimized against data for the Pd(110) surface, ReaxFF is in
qualitative agreement with DFT and literature results for this
surface, predicting Pd(110) to be significantly higher in en-
ergy than the Pd(100) surface and Pd(111) surfaces.

The Pd–Pd training set contains structures that sample a
range of chemical environments, thus allowing the potential to

TABLE II. Properties of bulk-fcc Pd metal from ReaxFF, DFT, and
experiment.

Property ReaxFF DFT Experimental

Lattice constant (Å) 3.97 3.95 3.8986, 87

Density (g/cm3) 11.3 11.5 12.086, 87

Bulk modulus (GPa) 140.1 144.2 180.886, 87

Cohesion energy (kcal mol−1) − 87.7 − 89.8 −89.785, 86

Vacancy energy (kcal mol−1) 41.1 29.8 32.390, 91
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TABLE III. Pd surface energies (per surface Pd atom).

ReaxFF DFT Literature
Surface (kcal mol−1) (kcal mol−1) DFT (kcal mol−1)

111 10.71 12.97 12.9189

100 13.95 17.44 17.0689

110 20.77 25.26 24.9189

describe Pd–Pd interactions in structures that are not explic-
itly considered during parameter training. Figure 2 contains
relative DFT and ReaxFF cluster energies for Pdn clusters
with n ranging from 6 to 236 atoms, where the relative clus-
ter energy was calculated using the formula: Erel = Ecluster,n/n
− Ebulk. Although these structures were not contained in the
training set, the potential performs well, yielding energies
within ∼5 kcal mol−1 of the DFT value for cluster sizes larger
than 48 atoms and within ∼3 kcal mol−1 for clusters larger
than 135 atoms. Larger deviations occur for smaller clusters,
with a deviation of ∼7 kcal mol−1 for cluster sizes between 19
and 43 atoms. The large deviation of ∼12 kcal mol−1 for the
6 atom cluster demonstrates the limitation of the ReaxFF po-
tential for describing small (n < 15) gas phase clusters. For
this reason, we restrict our analysis in the following sections
to cluster sizes larger than 43 atoms. In addition to cluster
formation, we compared the performance of ReaxFF for de-
scribing the formation of vacancies in the fcc lattice, which
was not included in the parameter fitting process. The poten-
tial yields a vacancy formation energy of 41.1 kcal mol−1, in
reasonable agreement with the DFT value of 29.8 kcal mol−1

and the empirical value of 33.21 kcal mol−1 (estimated from
the experimental melting point of Pd metal90, 91). These com-
parisons demonstrate the strengths and limitations of the Pd–
Pd potential for describing both surface and bulk properties
in structures that are not present in the 85 point training set
described above.

2. Palladium-oxygen interactions

A 49 point DFT training set consisting of bulk, surface,
and adsorption data was used to optimize the Pd–O interac-
tion parameters shown in Table I. The oxygen atom and O–
O interaction parameters were derived in a previous study.92

FIG. 2. ReaxFF and DFT cluster energies per Pd atom relative to the fcc
bulk. (Insets) Structures of 6, 24, 48, 92, and 236 atom clusters.

FIG. 3. ReaxFF and DFT expansion-compression curves for (a) PdO and
(b) PdO2. (Insets) Unit cells of PdO and PdO2.

Expansion-compression curves were obtained for bulk palla-
dium(II) oxide (PdO) and palladium(IV) oxide (PdO2). The
most stable phase, PdO, has a tetragonal lattice with a Pd
square-planar oxygen coordination. The experimental lattice
constants are a = b = 3.03 Å and c = 5.33 Å.93 The PdO2

phase is thermally unstable under ambient conditions,94 and
is included in the parameterization process to help diversify
the DFT training set. To model PdO2, we constructed an or-
thogonal unit cell with an octahedral oxygen coordination
surrounding each Pd atom. The unit cells for both phases
are shown in Figure 3 with the corresponding expansion-
compression curves. The results in the figure show good
agreement between ReaxFF and DFT. For PdO, ReaxFF pre-
dicts equilibrium lattice spacings of a = b = 3.06 Å and
c = 5.53 Å, which agrees with both the DFT values of
a = b = 3.07 Å and c = 5.52 Å, and the experimental val-
ues listed above. These lattice constants yield a density of
7.81 g/cm3, in reasonable agreement with the experimen-
tal value of 8.28 g/cm3. For PdO2, ReaxFF predicts equilib-
rium lattice constants of a = b = 4.62 Å and c = 3.24 Å,
which is consistent with the DFT values of a = b = 4.59 Å
and c = 3.22 Å. ReaxFF predicts zero-Kelvin formation en-
ergies (calculated relative to Pd–fcc and gas phase O2) of
−25.09 kcal mol−1 and −22.63 kcal mol−1 for PdO and
PdO2, respectively, which agrees with the respective DFT
values of −24.32 kcal mol−1 and −25.74 kcal mol−1. This
demonstrates that the potential is capable of describing Pd–O
interactions in bulk phases near equilibrium densities. De-
viation in the PdO energy-volume curve occurs at densities
far from equilibrium, where the energies are significantly
higher (∼35 kcal mol−1 or greater) than the equilibrium value.
It is more important for ReaxFF to correctly reproduce the
equilibrium volume and formation energy. Correspondingly,
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TABLE IV. Relative PdO surface energies.

PdO surface ReaxFF (kcal mol−1) DFT (kcal mol−1)

100 4.60 7.01
110 12.27 14.05
111 4.01 6.94
001 12.81 14.65
101 11.45 13.65

deviations at higher energies are acceptable as long as the
corresponding energies are high enough to ensure that such
structures are not accessible under the simulation conditions
of interest.

The ReaxFF potential was also optimized to describe
Pd–O interactions in surface structures. First, the parame-
ters were fit to DFT relative surface formation energies for
PdO(100), PdO(101), PdO(110), PdO(111), and PdO(001).
Relative surface formation energies were calculated with the
formula Erel = Eslab,(PdO)n/n − EPdO,bulk, where Eslab,(PdO)n is
the energy of the surface slab model consisting of n PdO units
and EPdO,bulk is the reference energy of one PdO unit in the
optimized bulk PdO structure. In order to use this energy ref-
erence, our slab models required stoichiometric amounts of
Pd and O. Accordingly, the models feature one Pd-terminated
side and one O-terminated side, or one Pd terminated side and
one PdO terminated side for the PdO(100) surface; resulting
in a surface energy averaged over both Pd and O terminations.
The results shown in Table IV demonstrate qualitative agree-
ment between ReaxFF and DFT in predicting the relative sta-
bility of each surface. The ReaxFF values for surface energy
are linked to bulk formation energies, which causes the ac-
curacy of ReaxFF’s description of PdO surface formation en-
ergies to trade-off with the accuracy of its description of the
PdO bulk formation energy. In this instance, we chose to tol-
erate the potential’s tendency to systematically under predict
surface energies in order to correctly predict the bulk oxide
formation energy.

The Pd/O interaction parameters were additionally
trained against DFT data for oxygen adsorption and disso-
ciation on Pd(111), Pd(110), and Pd(100). Adsorption data
for both chemisorbed O2 molecules and dissociated oxygen
atoms were included in the training set. Binding energies
were calculated relative to the clean surface and a gas phase
O2 molecule, and were normalized by the number of oxygen
atoms in the cell: Ebind = (Eclean − EO/Pd-surf)/no + 1/2 EO2 .
The 2 × 2 periodic cells employed resulted in either 0.25
mono-layer, 0.5 mono-layer, or 1.0 mono-layer coverage, de-
pending on the number of adsorbed oxygen atoms contained
in the cell. This ensures that the potential can properly de-
scribe interactions between adsorbed oxygen atoms on the Pd
surface at variable coverages.

The adsorption data presented in Figure 4 demonstrate
the feasibility of the ReaxFF potential, which qualitatively re-
produces numerous oxygen binding trends predicted by DFT.
ReaxFF correctly predicts that oxygen will bind less strongly
to both the Pd(111) and Pd(100) surfaces as oxygen cov-
erage increases. For the Pd(111)-fcc site, the ReaxFF bind-
ing energy decreases from 29.93 kcal mol−1 at 0.25 ML to

FIG. 4. ReaxFF and DFT surface binding energies for oxygen on
(a) Pd(111), (b) Pd(110), and Pd(100). Notation: b = bridge, h = hollow,
octa = octahedral subsurface, and tetra = tetrahedral subsurface.

23.48 kcal mol−1 at 0.5 ML, in agreement with the respec-
tive DFT values of 30.05 kcal mol−1 and 27.18 kcal mol−1.
Similarly for the Pd(111)-hcp site, ReaxFF yields binding en-
ergies of 31.20 kcal mol−1 at 0.25 ML and 26.82 kcal mol−1

at 0.5 ML, which correspond to the DFT values of 25.21 kcal
mol−1 at 0.25 ML and 23.64 kcal mol−1 at 0.5 ML. These
numbers are in agreement with DFT energies reported previ-
ously by Todorova et al.,95 who calculated binding energies of
34 kcal mol−1 and 28 kcal mol−1 for the fcc and hcp sites, re-
spectively, at 0.25 ML, and binding energies of 26 kcal mol−1

and 21 kcal mol−1 at 0.5 ML. On the Pd(100) surface, ReaxFF
yields a binding energy of 25.35 kcal mol−1 at 0.5 ML and
7.36 kcal mol−1 at 1 ML, in agreement with the respective
DFT values of 26.75 kcal mol−1 and 9.57 kcal mol−1. These
energies are also in agreement with the DFT values of 24.7
kcal mol−1 and 7.9 kcal mol−1 reported by Zhang et al.96 On
Pd(111) tetrahedral and octahedral subsurface sites, ReaxFF
yields binding energies of −5.90 kcal mol−1 and −9.67 kcal
mol−1, respectively. This is in qualitative agreement with the
respective DFT values of −7.15 kcal mol−1 and −15.35 kcal
mol−1, as well as the previously reported97 DFT values of
−8.5 kcal mol−1 and −17.9 kcal mol−1. For O2 binding
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TABLE V. Oxygen binding energies on Pd(111), Pd(100), and Pd(110).

ReaxFF DFT Literature
Adsorption site (kcal mol−1) (kcal mol−1) (kcal mol−1)

111-fcc (1/4 ML) 29.93 30.05 3495

111-hcp (1/4 ML) 31.20 25.21 2895

111-bridge (1/4 ML) 20.55 18.72 2295

111-fcc (1/2 ML) 23.48 27.18 2695

111-hcp (1/2 ML) 26.82 23.64 2195

111-O2 fcc 7.29 6.29 6.598

111-O2 hcp 6.64 5.65 6.198

111-tetra (1/4 ML) − 5.90 − 7.15 −8.597

111-octa (1/4 ML) − 9.67 − 15.35 −17.997

100-hollow (1/2 ML) 25.35 26.75 24.796

100-hollow (1 ML) 7.36 9.57 7.996

100-bridge (1/2 ML) 15.74 20.98 18.596

100-octa (1/2 ML) − 18.52 − 19.60 . . .
100-O2 bridge 14.83 13.38 . . .
100-O2 hollow 16.67 15.34 . . .
110-bridge (1/4 ML) 19.91 24.21 . . .
110-hollow (1/2 ML) 28.46 30.79 . . .
110-O2 bridge 4.65 10.26 . . .

on the Pd(111) surface, ReaxFF yields binding energies of
7.29 kcal mol−1 and 6.64 kcal mol−1 on the fcc and hcp sites,
respectively, in agreement the DFT values of 6.29 kcal mol−1

and 5.65 kcal mol−1. These numbers are also in agreement
with those reported by Honkala et al.,98 who calculated DFT
adsorption energies of 6.5 kcal mol−1 and 6.1 kcal mol−1 for
O2 adsorption on the analogous fcc and hcp sites. These data
are summarized in Table V, together with the appropriate lit-
erature comparisons where available.

We note that ReaxFF does not correctly reproduce the
relative stability of an oxygen atom adsorbed on fcc and hcp
sites. This is a result of the weighting scheme used during pa-
rameter optimization, which minimizes the overall deviation
between DFT and ReaxFF. Here, we prefer that the poten-
tial is within ∼5 kcal mol−1 for both sites with the reverse
stability ordering, as opposed to having the ordering correct
with a larger overall deviation. Furthermore, experimental and
theoretical examples exist in the literature showing that the
hcp site may be preferred over the fcc site, despite contrary
DFT evidence. Using ion-scattering experiments, Steltenpohl
and Memmel found that the hcp site is preferred over the fcc
site.99 German et al. show that the hcp/fcc preference can be
dependent on the DFT method and functional employed; they
found that the hcp site is ∼3 kcal mol−1 more stable than the
fcc site when using a converged cluster model of the Pd(111)
surface with the PBE0 functional.100 Still, the majority of ev-
idence in the literature supports the conclusion that the fcc
site is preferred, suggesting that these examples are anoma-
lous. Ultimately, training ReaxFF to correctly reproduce the
hcp/fcc trend entails a significant increase in the overall devi-
ation between ReaxFF and DFT, which is not justified since
the hcp/fcc site preference is not a principle interest of this
study.

Finally, the potential was trained to reproduce O2 dissoci-
ation barriers, which were obtained by CI-NEB for both DFT
and ReaxFF. The initial and final structures used in the CI-

FIG. 5. ReaxFF O2 dissociation barrier over (a) the Pd(111) surface, (b) the
Pd100 surface, and (c) the Pd(110) surface. (Insets) Initial structure, transition
state, and final structure.

NEB simulations were chosen from high symmetry sites to
provide plausible O2 dissociation paths that could be used to
compare analogous DFT and ReaxFF barriers. Figure 5 shows
the resulting ReaxFF dissociation paths over the Pd(111),
Pd(100), and Pd(110) surfaces, which yield barriers of
19.2 kcal mol−1, 20.4 kcal mol−1, and 17.2 kcal mol−1, re-
spectively. This compares well with our respective DFT bar-
riers of 17.1 kcal mol−1, 17.8 kcal mol−1 for Pd(111) and
Pd(100); and the barrier of 16 kcal mol−1 calculated by Junell
et al. for Pd(110).101 The reaction paths over Pd(100) and
Pd(110) were not explicitly contained in the training set,
demonstrating the transferability of the potential for describ-
ing barriers not considered in the training process.
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The entire Pd/O parameter set contained in Table I and
the ReaxFF general parameters are provided in ReaxFF input
format in the supplementary material.105

B. MD simulations of palladium oxide formation

The Pd/O interaction parameters developed above were
implemented in 250 ps NVT simulations of oxide formation
on Pd surfaces and clusters. The experimental results dis-
cussed in the Introduction suggest that oxidation of the bulk
below Pd(111)28 and Pd(100)22 is kinetically hindered by sur-
face and subsurface oxide phases, whereas Pd(110)31 readily
forms a bulk oxide. We conducted MD simulations to deter-
mine if this behavior is reproduced by the ReaxFF Pd/O in-
teraction potential. Pd clusters were also included in the anal-
ysis, as many Pd catalysts feature Pd clusters dispersed on
oxide supports, rather than perfect single-crystal surfaces. The
Pd(111), Pd(110), and Pd(100) surface models consist of pe-
riodic surfaces with surface vectors chosen as near to 20 Å
× 20 Å as possible depending on Pd–Pd spacing. Each slab
model is 10 Pd layers thick, with periodic images in the z-
direction separated by 100 Å of vacuum space that is popu-
lated with O2 molecules. Each simulation began with 40 O2

molecules in the gas phase above the surface. The Pd(111),
Pd(100), and Pd(110) slabs consist of 640, 500, and 400
atoms, respectively. The ratio of Pd to O atoms will affect the
overall amount of oxygen that can be absorbed by each sur-
face. Since we are interested in comparing oxidation rates, we
chose O/Pd ratios that are well below the stoichiometric 1:1
ratio characteristic of bulk PdO, thus ensuring that the metal
never becomes saturated with oxygen atoms. This, in conjunc-
tion with the high simulation temperatures and pressures, al-
lows us to simulate an oxidation process that is kinetically
limited, as opposed to thermodynamically limited. As such,
the dimensions of the simulation cells were chosen such that
each Pd surface has an equal number of Pd layers exposed
to a comparable O2 environment, allowing for a direct com-
parison of the relative oxidation kinetics on each surface. The
populations of O2 molecules and O atoms either present in the
gas phase, adsorbed on the Pd surface, or absorbed in the bulk
were recorded at 25 fs intervals. The resulting species pop-
ulation plots for each simulation are shown in Figure 6 for
surface simulations and in Figure 7 for cluster simulations;
and the structures of the cluster and surface models are shown
in Figures 8 and 9, respectively.

Both temperature-ramp and fixed-temperature simula-
tions were employed to assess reactivity toward O2 dissoci-
ation and oxide formation. In the temperature-ramp simula-
tions, the system temperature was initially set at 500 K and
was increased at a rate of 8 K/ps, yielding a final tempera-
ture of 2500 K. This results in a pressure range in the gas
phase of approximately 15 MPa to 2 MPa depending on the
temperature and number of O2 molecules remaining in the
gas phase; a table summarizing approximate pressure varia-
tion during the temperature-ramp simulations is provided in
the supplementary material.105 The results in Figures 6 and
7 demonstrate the necessity of high temperature and pressure

FIG. 6. Temperature ramped NVT simulation of O2 dissociation and oxide
formation on (a) Pd(110), (b) Pd(100), and (c) Pd(111) surfaces. (Insets) Pe-
riodic surface structure at 1000 K.

ranges, as appreciable O2 dissociation does not occur below
∼1000 K and ∼7 MPa at these timescales.

The relative activity of each surface toward oxide forma-
tion can be assessed by comparing the onset temperature of
oxygen dissociation (Td) for each surface, marked by the ap-
pearance of atomic oxygen. As seen in Figure 6, the Pd(110)
surface dissociates oxygen most readily, with Td = 1040 K
compared to Td = 1150 K for Pd(100) and Td = 1490 K
for Pd(111). On all the surfaces, O2 adsorbs at low temper-
atures until the surface becomes saturated, and either dis-
sociates or desorbs back into the gas phase as temperature
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FIG. 7. Temperature ramped NVT simulation of O2 dissociation and oxide
formation on (a) 2-nm diameter Pd321 cluster and (b) 3-nm diameter Pd935
cluster. (Insets) Surface structure at 1000 K.

increases. The kinetic hindrance of subsurface oxygen migra-
tion beneath Pd(111) and Pd(100) surfaces is demonstrated
by a pronounced increase in the number of gas phase oxy-
gen molecules as O2 desorbs back into the gas phase after Td.
This occurs when the surface becomes saturated with oxygen
that cannot migrate into the bulk, and therefore desorbs as the
temperature increases. Over Pd(110), there is no desorption
of O2 molecules after Td, indicating that oxygen atoms can
rapidly diffuse into the subsurface, thus forming a bulk oxide
with little kinetic hindrance in these temperature ranges.

The difference in Td between the Pd(111) and Pd(100)
surface is somewhat surprising given the similar dissociation
barriers shown in Figure 5. This difference can be attributed to

FIG. 8. Structure of the (left) 2-nm and (right) 3-nm Pd clusters.

surface coverage effects. The O2 dissociation barriers shown
in Figure 5 were calculated in a 3 × 3 cell in order to min-
imize adsorbate-adsorbate interactions affecting the barrier
height. These barriers, therefore, correspond to the O2 acti-
vation energy at low coverage. To determine the barriers at
higher coverage, we calculated DFT barriers in a 2 × 2 cell
to illustrate the effect of surface coverage on barrier heights.
The barrier over Pd(111) increases from 17.1 kcal mol−1 at
0.22 ML to 25.14 kcal mol−1 at 0.5 ML, while the barrier
over Pd(100) remains near ∼17 kcal mol−1. Under the sim-
ulation conditions presented here, the surface coverage of O2

prior to the onset of dissociation is high (∼0.5 ML), thus the
high coverage barriers are more pertinent for comparing dis-
sociation temperatures. The high coverage barriers for dis-
sociation over Pd(100) and Pd(110) are close in magnitude
(both near ∼17 kcal mol−1), and are significantly lower than
that over Pd(111) (∼25 kcal mol−1). This explains why disso-
ciation over Pd(110) and Pd(100) begins at similar tempera-
tures (1040 K and 1150 K, respectively) and why Pd(111) has
a much higher dissociation temperature (1490 K). A similar
trend in coverage dependence was reported for O2 dissoci-
ation on Pt(111) by Miller et al.,102 who found that the O2

dissociation barrier increased by ∼12 kcal mol−1 when the
coverage is increased from 0.25 ML to 0.5 ML. Also, simi-
lar high coverage barriers over Pd(111) have been reported by
Eichler et al.103 (∼23 kcal mol−1 at 0.33 ML), and by Honkala
et al.98 (∼27 kcal mol−1 at 0.5 ML).

Fixed temperature simulations were also conducted to
further assess the oxidation affinity of the three Pd surfaces.
A temperature of 1400 K was chosen for these simulations,
which is high enough to yield oxygen dissociation in the sim-
ulation timeframe, but is low enough to maintain a crystalline
metal lattice. The results, shown in Figure 9, depict the initial
and final structures of each surface after exposure to O2(g) for
the duration of the 250 ps simulation. As seen in Figure 9(a),
oxygen dissociates over the Pd(111) surface, but, with little
subsurface oxygen migration, does not form a bulk oxide. The
Pd(100) surface forms a surface oxide with oxygen migrating
into the first two subsurface layers, but maintains a pure Pd
crystal structure in the bulk. Oxygen rapidly dissociates and
migrates into the subsurface over the Pd(110) surface, result-
ing in a bulk oxide with no crystalline Pd structure remaining
in the bulk. The migration of oxygen into the Pd(110) sub-
layers leads to a transition in the lattice structure of the bulk,
yielding the disordered phase seen in the figure. The fixed cell
dimension prohibits the system from relaxing into an ordered
PdO crystalline structure. This result demonstrates that the
surface structure of crystalline Pd(110) allows oxygen atoms
to migrate into the subsurface, which is not seen under com-
parable conditions for Pd(111) and Pd(100). This trend is the
result of two factors. First, the oxygen dissociation barrier is
lower over Pd(110) compared to the other two surfaces, which
is reflected in the lower value for Td discussed above. Sec-
ond, oxygen diffusion into the bulk occurs more rapidly over
Pd(110) due to wide surface channels present on the Pd(110)
surface, which are easily penetrated by diffusing oxygen com-
pared to the close packed Pd(111) and Pd(100) surfaces.

Additionally, we calculated barriers for O atoms to mi-
grate from a surface hollow site to a subsurface octahedral
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FIG. 9. NVT simulation of O2 dissociation at 1400 K on (a) Pd(110), (b) Pd(100), and (c) Pd(111) surfaces. The initial structures are shown on the left and the
final structures after 250 ps are shown on the right (note: not all gas phase atoms are shown). Plots represent the final x and z coordinates of all atoms in the
system (red dots = oxygen atoms and blue stars = Pd atoms).

site over each surface. On the Pd(111) surface, ReaxFF yields
a barrier of 65 kcal mol−1 for an oxygen atom to migrate from
a surface fcc site to a subsurface octahedral site, which is
in reasonable agreement with the analogous DFT barrier of
58 kcal mol−1 (calculated in a 2 × 2 periodic cell). On the
Pd(100) and Pd(110) surfaces, the ReaxFF barriers are sig-
nificantly lower for subsurface migration to octahedral sites
at 44 kcal mol−1 and 32 kcal mol−1, respectively. This trend
is in agreement with the MD results showing that oxygen
can diffuse more readily into the Pd(110) surface compared
to the Pd(100) and Pd(111) surfaces. These results corrobo-
rate the experimental finding, reported by Han et al.,34, 35 that
Pd(110) has a lower subsurface diffusion barrier than Pd(100)
and Pd(111).

Since most catalytic applications feature supported metal
particles, rather than single crystal surfaces, we conducted
similar temperature-ramp NVT analyses of oxidation on Pd
clusters. The cluster simulations were conducted with spher-
ical 2-nm diameter (321 atoms) and 3-nm diameter (935
atoms) cluster models constructed from the bulk-fcc phase,
which are shown in Figure 8. As seen in the figure, both clus-
ters feature significant Pd(111), Pd(100), and Pd(110) facets,
as well as numerous step, corner, and edge sites. The struc-
tural details of each cluster are summarized in Table VI. Each
cluster was placed in a 50 Å × 50 Å × 50 Å periodic box with
the remaining vacuum space occupied by 40 O2 molecules.
The results, shown in Figure 7, show that the 2-nm cluster
begins to dissociate O2 at 1070 K and allows a negligible
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TABLE VI. Structural properties of 3-nm and 2-nm Pd clusters.

3-nm cluster 111 110 100

No. of facets 8 12 6
Area (per facet, Å2) 82.57 44.67 55.33
Surface atoms (per facet) 7 1 4
Edge atoms (per facet) 3-(100), 3-(110) 2-(111), 2-(100) . . .
Corner atoms (per facet) 6 4 8
Step sites (per facet) . . . . . . 12

2-nm cluster 111 110 100
No. of facets 8 12 6
Area (per facet, Å2) 44.73 7.95 11.17
Surface atoms (per facet) 3 . . . . . .
Edge atoms (per facet) 3-(100) . . . . . .
Corner atoms (per facet) 6 4 4
Step sites (per facet) . . . . . . 8

amount of oxygen molecules to desorb back to the gas phase
at high temperatures. Similar results are found for the 3-nm
cluster, which begins to rapidly dissociate O2 at 1060 K and
does not allow oxygen to desorb from the surface. This is
qualitatively comparable to the performance of the Pd(110)
surface, suggesting that oxide diffusion into the bulk is less ki-
netically hindered on clusters in this size range than for close
packed single-crystal surfaces under comparable temperature
and pressure conditions. Similar to the Pd(110) surface, rapid
oxidation in the bulk phase is the result of two factors. First,
the cluster surfaces contain under-coordinated Pd atoms on
corner, step, and edge sites resulting in low O2 dissociation
barriers, allowing the surface to rapidly saturate with oxy-
gen atoms. For example, we calculated a ReaxFF dissocia-
tion barrier of 12 kcal mol−1 over a corner site on the 2-nm
cluster, which is even lower than the dissociation barrier over
Pd(110). Second, the cluster surface is less closely packed,
allowing oxygen atoms to readily diffuse into the bulk. Here,
we calculated a subsurface migration barrier from a step site
to a subsurface octahedral site of 26 kcal mol−1, which again
is significantly lower than the analogous barrier on the single-
crystal surfaces.

The kinetic behavior observed in these MD simulations
suggests that surface oxide phases do not limit bulk oxida-
tion in clusters at high temperatures. These results, however,
are limited to high temperatures and pressures to allow ox-
idation to occur on an accessible timescale. As such, the
results cannot conclusively demonstrate a lack of kinetic hin-
drance for the analogous process at low temperatures. Never-
theless, the MD simulations suggest that oxidation over clus-
ters is qualitatively similar to the Pd(110) surface, which is
experimentally31 shown to form a bulk oxide without kinetic
hindrance. It is therefore important to also assess the ther-
modynamic stability of bulk and surface oxide phases over
Pd clusters at lower temperatures and pressures, which is ad-
dressed in Sec. III C.

C. Grand canonical Monte Carlo simulations
of palladium oxide formation

The MD results in Sec. III B underscore the importance
of investigating the thermodynamic stability of oxide forma-

FIG. 10. (a) Ratio of oxygen to palladium atoms and (b) relative energy
(Erelative = Esystem ,no − Eclean − noμref) of the system during a grand canoni-
cal Monte Carlo simulation of PdO formation on a 3-nm diameter Pd935 clus-
ter at T = 500 K and P = 10−14 atm (dark blue), P = 10−12 atm (light blue),
P = 10−10 atm (green), P = 10−8 atm (orange), P = 10−6 atm (brown), P =
10−4 atm (magenta), P = 10−2 atm (yellow), and P = 1 atm (red). (Insets)
Initial and final structure after GC-MC at 500 K and 1 atm.

tions in Pd clusters at temperatures and pressures typically
employed during oxidation catalysis. For this reason, we ap-
plied a hybrid GC-MC/MD method to determine the extent
of surface and bulk oxidation in Pd clusters as a function of
temperature and oxygen partial pressure. Each simulation be-
gan with a 3-nm diameter Pd935 cluster in a 50 Å × 50 Å
× 50 Å box. Oxygen atoms were added, moved, and removed
from the system until the energy of the system converged such
that the total system energy varied less than 20 kcal mol−1

over the final 1000 MC trial moves. This is demonstrated in
Figure 10, which depicts the convergence of both oxygen con-
centration and system energy (calculated relative to the clean
Pd cluster and the oxygen chemical potential) for simulations
at 500 K with varying oxygen pressures. As seen in the figure,
the number of MC iterations (defined as an attempted move,
as opposed to an accepted move) required to reach equilibra-
tion is typically between 15 000 and 25 000 for this system,
depending on temperature and pressure. An example video
of a GC-MC/MD simulation of oxide formation over a 3-nm
particle at 1 atm and 300 K is provided in the supplementary
material.105

A total of 34 GC-MC/MD simulations were conducted
to sample the oxidation phase space at temperatures rang-
ing from 300 K to 1300 K and oxygen pressures ranging
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FIG. 11. Final structure and radial distribution of oxygen atoms relative to
the center of the Pd cluster after grand canonical Monte Carlo simulations of
oxide formation at P = 1 atm and T = (a) 300 K, (b) 800 K, (c) 1000 K, and
(d) 1200 K.

from 10−14 atm to 1 atm. The degree of oxidation was de-
termined by the final O/Pd ratio of the equilibrated system.
As expected, the O/Pd ratio decreases as the oxygen pres-
sure is lowered, and increases as the temperature is lowered.
Figure 10 shows a clear distinction between bulk and surface
oxidation, indicated by the pronounced increase in converged
O/Pd ratios that occurs between 10−10 atm and 10−12 atm.
To further analyze the structure of the oxide phases, we used
the atomic coordinates of the equilibrated systems to calcu-
late the radial distribution of oxygen atoms in the cluster. By
analyzing the radial distribution of oxygen atoms in the clus-
ter, we determined whether oxidation occurred primarily on
the particle surface or throughout the particle bulk. This is
demonstrated in Figure 11, which shows the final structure
and corresponding radial distribution of oxygen atoms from
the center of the cluster (r = 0) at 1 atm over a range of tem-
peratures. As seen in Figures 11(a) and 11(b), simulations un-
der oxidizing conditions (300–800 K, 1 atm) yield a nearly

FIG. 12. Phase diagram derived from ReaxFF GC-MC/MD simulations of
oxide formation in a 3-nm diameter Pd cluster. The points indicate the tem-
perature and pressure of each GC-MC simulation, from which the phase
boundaries are estimated. The dashed black line indicates the bulk Pd
→ PdO transition reproduced from Ref. 28, which was calculated from ex-
perimental enthalpies and heat capacities. The stars indicate experimentally
observed bulk Pd → PdO transitions at 0.1 atm/1050 K, 0.5 atm/1085 K, and
0.9 atm/1125 K.104

uniform oxygen density throughout the particle. Figure 11(d)
shows the oxygen distribution at 1 atm and 1200 K, where
oxygen atoms adsorb on the surface, but not in the bulk.
Figure 11(c) shows the onset of bulk oxidation at 1000 K and
1 atm, which lies near the phase boundary between bulk and
surface oxidation. We used similar plots (available in the sup-
plementary material105) to classify the final structure of each
MC simulation as (1) bulk oxide, (2) surface oxide, or (3) Pd
metal. Surface oxides were defined broadly to include varying
coverages of chemisorbed oxygen. Adsorbed oxygen atoms
almost always rearranged surface Pd atoms forming a surface
oxide, so we did not differentiate between surface adsorption
and surface oxidation. These distinctions were used to esti-
mate the boundaries of an oxidation phase diagram, shown in
Figure 12, which predicts the T,P regions in which a surface
oxide phase is thermodynamically stable on a 3-nm Pd cluster.

The phase boundaries predicted by the ReaxFF GC-
MC/MD method for the 3-nm cluster are similar to the ex-
perimental and ab initio phase diagrams for the Pd(111) sur-
face determined by Ketteler et al.28 and for the Pd(100) sur-
face determined by Lundgren et al.22 Both contain thermo-
dynamically stable surface oxide phases in T,P regions simi-
lar to those predicted by ReaxFF. The phase diagram derived
from the ReaxFF GC-MC method also compares favorably
with experimentally observed bulk Pd → PdO phase bound-
aries. These comparisons are demonstrated by the dotted
black line in Figure 12, which represents the bulk Pd → PdO
phase boundary derived by Ketteler et al.28 from experimen-
tal enthalpies and heat capacities. Additionally, the ReaxFF
phase diagram is in agreement with bulk Pd → PdO phase
transitions observed experimentally by Zhang et al., which
are marked in Figure 12 by black stars.104 The uncertainty
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introduced by the inaccuracy of DFT for describing O2 sys-
tematically shifts the GC-MC/MD boundaries to lower tem-
peratures; the actual boundary may lie at higher temperatures.
This indicates that the cluster forms an oxide more readily
than the single crystal surfaces and the Pd bulk, which is ex-
pected since the cluster surface exposes under-coordinated Pd
atoms at corner and edge sites that serve as nucleation sites
for oxide growth. The agreement between experimental, ab
initio, and ReaxFF phase diagrams validates the Pd/O inter-
action potential, and demonstrates the applicability of the hy-
brid MD/GC-MC method for assessing the thermodynamic
properties of large (∼1000 atom), non-periodic systems.

IV. CONCLUSION

Oxide formation on noble metal surfaces, such as pal-
ladium, plays an important role in numerous industrial cat-
alytic operations. To investigate the dynamics of oxidation
processes on Pd surfaces and clusters, we derived a ReaxFF
interaction potential for Pd/O from an extensive set of DFT
data for both bulk and surface properties. Using this potential,
we conducted NVT molecular dynamics simulations of oxide
formation on Pd(111), Pd(110), and Pd(100). These results,
while limited to high temperatures, are in agreement with pre-
vious experimental observations,34 predicting that oxygen mi-
gration into the subsurface of Pd(110) is less kinetically hin-
dered than Pd(111) and Pd(100). Our MD results similarly
suggest that oxide formation in Pd clusters is qualitatively
comparable to Pd(110); although the lack of kinetic hindrance
in clusters cannot be conclusively demonstrated by high tem-
perature simulations. Building on this kinetic result, we intro-
duced a hybrid GC-MC/MD approach to assess the thermody-
namic stability of oxide formation on Pd clusters. Using this
method, we derived a theoretical phase diagram for oxidation
in spherical 3-nm diameter Pd935 clusters. The corroboration
between experiment and ReaxFF both validates the Pd/O in-
teraction potential, and demonstrates the feasibility of the hy-
brid GC-MC/MD method. The formalism of the hybrid GC-
MC/MD method is transferrable to other multi-component
systems, and is capable of deriving theoretical phase diagrams
that are either in temperature and pressure ranges inacces-
sible to experimental methods, or are too large or irregular
to treat with ab initio methods in a computationally tractable
timescale.
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